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摘 要:“意图识别”与“槽位填充”是智能人机交互中的两个核心任务,受到学术界和工业界的广泛关注。目前业

界前沿主流的方法,在一些学术公开数据集上已取得了不错的效果。不过这些方法大多依赖于丰富的标注数据集

来完成训练,而数据集需要经过人工采集、标注等流程构造,且需满足其分布的均匀性。然而,真实业务场景下的

数据却很难达到以上标准,往往面临小样本学习困难的难题,大多主流方法在小样本学习任务上的表现远不如其

在大样本学习上的效果。针对此业界难点,该文提出一种基于半监督学习与迁移学习的“意图识别”与“槽位填充”

的串联方法。该方法根据“意图识别”和“槽位填充”的各自任务特性,分别设计了针对性更强的小样本解决思路,

即通过半监督学习的思想,在不需引入大量标注数据的情况下,利用无标签数据丰富、构造训练样本集,提高小样

本意图识别的准确性;以及通过迁移学习的思想,将从大样本数据中学习到的先验知识迁移到小样本数据模型中,

利用大样本数据与小样本数据间的公共知识,提高小样本槽位填充的精准度。该文所提出的方法通过实验对比被

证实有效,且在2021年中国计算机学会大数据与计算智能大赛(CCF-BDCI)组委会与中国中文信息学会(CIPS)共
同举办的全国信息检索挑战杯(CCIRCup)的“智能人机交互自然语言理解”赛道取得了第一名的成绩。
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0 引言

语音交互是任务型对话的核心模块,是智能

人机交互领域中非常重要的研究方向,近年来受

到学术界和工业界的广泛关注。用户仅需要通过

与AI产品对话即可下达命令来控制操作 AI设

备,如播放音乐、开关电器等。为了能够准确解析

用户的口令,通常我们需要对用户口令中的意图

进行识别以及对相应的槽位进行填充,即为“意图

识别”任务和“槽位填充”任务。这两个任务旨在

让计算机具备理解用户语言的能力,是具备语音

交互能力的产品需要处理的重要任务。意图识别

的目的是粗粒度地理解用户的目的,如针对表1
中第一行的用户指令:“回放11月3号下午4点

在CCTV11播放的青春戏苑”,识别出意图为播

放电视节目。槽位填充的目的是针对用户意图,
细粒度地理解用户的具体要求,即根据抽取的槽

位分析出用户想要播放的具体电视节目,相关的

槽位包括“日期”“时间”“节目名称”等。
由于“意图识别”与“槽位填充”的准确率直接影

响AI产品的性能与用户体验,如何有效且准确地

识别用户意图以及抽取槽位一直是行业关注的热

点。目前主流的一些基于预训练语言模型的联合建

模方法[1-3]都依赖于丰富的标注数据训练模型来完

成“意图识别”和“槽位填充”。这些模型对数据集的

标注样本要求很高,往往需要大量标注数据训练才

能达到很好的效果,在数据稀缺的情况下模型效果

则会显著下降。然而大量的标注数据意味着高昂的

成本投入,特别是在真实业务场景下很难获取到高

质量的标注数据。为了解决在真实语音交互业务中

标注样本缺失的问题,本文提出一种新颖的基于小

样本“意图识别”和“槽位填充”的串行解决方案。与

联合建模方法不同,我们的方法采用串行架构,可以

根据“意图识别”和“槽位填充”的特性,分别设计针

对性更强的解决模块。
在“意图识别”任务中,当某一种意图的标注训练

数据不足时,我们很难通过模型训练的方法识别该意

图。由于数据缺失,训练出来的模型经常欠拟合,无
法达到业务应用的标准。常见的补救方法是引入额

外的标注数据来扩充训练集,然而这样的方法必定会

引入额外的人工成本,如数据采集、数据标注、数据清

洗等,因此并不是一种高效、简洁的方法。在本文中,
针对“意图识别”任务中的数据稀疏问题,我们提出了

一种基于半监督学习的训练方法。我们的方法仅需

要非常少的标注数据作为启动种子,就可以自动地识

别小样本意图。在整个学习过程中,我们的方法不需

要额外引入大量标注数据,且不需要人工干预,就可

以高效、准确地完成“意图识别”任务。
在“槽位填充”任务中,当某一种意图下的槽位

标注训练数据不足时,我们学习到的模型同样存在

上述模型欠拟合问题,不能准确地对槽位进行填充。
而且相较于“意图识别”任务中的数据标注,由于“槽
位填充”任务中槽位种类繁多、形式各样,其数据标

注过程更加复杂、耗时,获取成本极大。为了高效地

对槽位进行填充,本文提出了一种基于迁移学习的

训练方法。我们的方法在训练小样本槽位填充模型

时,借鉴迁移了大样本槽位填充模型的能力,从而在

小样本槽位数据不足的条件下,也可以训练出准确

的槽位填充模型。同样的,在整个学习过程中,我们

不需要引入额外标注数据,仅通过模型迁移学习,就
可以得到准确的“槽位填充”模型。

综上,本文主要贡献有以下三点:
(1)提出了一种针对语音交互的“意图识别”和

“槽位填充”的串行解决方案,相比联合建模解决方

案,我们的方案对小样本学习适用性更强。
(2)针对“意图识别”任务中的数据缺失问题,

提出了一种基于半监督学习的训练方法,不需要依

赖额外的标注数据就可以提升模型准确性。
(3)针对“槽位填充”任务中的数据缺失问题,

提出了一种基于迁移学习的训练方法,凭借从大样

本槽位数据中学习到的先验知识就可以提高小样本

槽位填充模型的泛化能力。
本文提出的方法在2021年中国计算机学会大

数据与计算智能大赛(CCF-BDCI)组委会与中国中

文信息学会(CIPS)共同举办的全国信息检索挑战

杯(CCIRCup)中的“智能人机交互自然语言理解”
赛道最终排名第一。

本文组织结构如下:第1节介绍相关工作;第2
节详细介绍所提出的模型;第3节展示和分析实验

结果;第4节总结全文。

1 相关工作

1.1 意图识别与槽位填充

  早期的“意图识别”和“槽位填充”任务多是相互

独立进行的,后来随着BERT等预训练模型的提
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出,用于联合建模“意图识别”和“槽位填充”任务的

方法开始逐渐应用。按照实现方式的不同,联合建

模方法又可分为隐式联合建模、显式联合建模以及

预训练范式建模。

表1 不同意图下样本槽位对照

指令 意图 槽位

回放11月3号下午4点在CCTV11播放的青春戏苑 播放电视节目
{“日期”:11月3号,“时间”:下午四点,“频道”:
CCTV11,“名称”:青春戏苑}

把抽烟机的档位调大一些 家居控制  
{“设备”:抽烟机,“细节”:调大一些,“命令”:模

式调节}

订三张明天早上飞成都的经济舱 旅行查询  
{“日期”:明天,“时间”:早上,“目的地”:成都,
“查询类型”:机票查询}

通知我在5月30日去打狂犬疫苗 闹钟提醒  {“日期”:5月30号,“记录”:去打狂犬疫苗}

2019年古装爱情电视剧小女花不弃的花絮播放一下 播放视频  {“名称”:“小女花不弃的花絮”,“日期”:2019年}

  隐式联合建模:隐式建模通过两个任务共享一

个编码器模型实现,建模过程没有明显的任务交叉,
经过编码的文本数据经过两个独立的解码器分别实

现意 图 识 别 和 槽 位 填 充 任 务。Zhang等 人[4]在

2016年提出采用RNN网络作为编码器以学习意图

和槽位间的依存关系。Liu等人[5]使用注意力机制

和双向RNN替换了RNN作为编码器。Hakkani-
Tür等人[6]又提出使用共享的RNN-LSTM 框架用

于联合方式建模。
显式联合建模:显式建模是一种通过增加显式

交互模块学习两个信息间的相互关系的建模方法。
相比隐式联合建模,这种方式具有显式可控、可解释

等优点。Goo等人[7]在2018年提出了一种槽位门

控联合模型,这个模型让槽位信息可以根据学习到

的意图表示的信息进行调节。Li等人[8]提出了一

种具有意图增强的门控机制,用于引导槽位填充的

模型。
预训练范式建模:预训练模型已经在各种NLP

相关任务中取得了令人瞩目的成绩。Castellucci等

人[1]使用了BERT模型用于联合意图分类和槽位

识别任务,在多个数据集上效果显著好于上述基于

注意力的 RNN 和基于槽位门控 等 传 统 范 式 的

模型。
与其他NLP任务相似,由于预训练模型提供了

较好的语义表征,有助于提升模型在意图分类和槽

位识别任务中的表现性能,因此本文中提出的主要

模型和方法都是基于预训练模型开展。

1.2 预训练模型

自2018年以来,基于Transformer[9]的预训练

语言模型(PLM)大规模兴起。BERT[10]是使用最

广泛的预训练语言模型之一。受到BERT的启发,
已经出现了许多改进变体,这里仅介绍本文所采用

的三个预训练模型。RoBERTa[11]在PLM 任务中

采用动态 Mask替换静态 Mask,并且使用更多的训

练数据进行训练,更为健壮。NEZHA[12]在每一层

计算隐状态的相互依赖时编码相对位置信息,引入

全词 Mask技术,训练过程中采用混合精度训练方

式,LAMB 优 化 器 极 大 地 提 高 了 训 练 速 度。

MacBERT[13]在PLM任务中采用 Whole-WordMask
和N-gramMask策略,被遮蔽词使用相似词替换,
减小了训练和微调阶段之间的差距,在许多任务上

取得了显著效果。

1.3 迁移学习

迁移学习旨在把来自相关领域(也称源域)的知

识迁移至目标领域(也称目标域),提高模型在目标

领域的学习性能。根据文献[14],迁移学习可以分

为基于样本实例的迁移学习、基于特征的迁移学习、
基于模型的迁移学习等策略。基于样本实例的迁移

学习侧重于通过数据的调整来转换和实现知识的迁

移,针对源域中和目标域相似的样本赋予高权重,不
相似的样本赋予较低的权重。基于特征的方法通常

采用特征转换策略,将每一个原始特征转化为新的

特征表示。根据文献[15],以上两种方法又可以归

为基于数据的迁移。基于模型的迁移主要目标是对

目标域任务做出更准确的预测,一般是通过预训练

模型和参数共享实现。例如,Qin等人[16]提出动态

聚合框架,使用动态聚合函数细粒度建模领域之间

的联系,通过表示领域间相关性,利用专家机制加权

获得最终的领域私有特征,具备领域共享特征的

能力。
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2 模型

本节介绍我们提出的基于小样本“意图识别”和
“槽位填充”的串行解决方案模型,2.1节介绍模型

整体结构设计,2.2节介绍基于半监督学习机制的

小样本意图分类模型,2.3节介绍基于迁移学习的

小样本槽位填充模型。

2.1 模型结构

目前流行的语音交互方案主要对“意图识别”
和“槽位填充”两个任务采取共享参数的联合建模

方法,如 Goo等人[7]提出的槽位门控联合模型,

Chen等人[3]提出的Joint-BERT模型,以及 Qin等

人[2]提出的交互注意力模型。这类方法通过语义

网络层参数的共享,虽然可以利用不同任务间的

共享知识来增强模型,但却忽略了不同任务独有

的特性,使模型很难兼顾两个任务优化方向而学

习到深度语义模型。尤其在小样本学习场景中,
稀疏的小样本数据不足以支持语义网络学习好复

杂的多任务共享知识。针对以上问题,本节提出

了一种基于多任务串行的建模方案,使得我们可

以利用不同任务的特性对不同任务独立学习建

模,而后针对不同任务模块中的小样本问题,应用

不同的训练方法独立学习。
本文提出模型的整体结构如图1所示。整体结

构分为两大模块:意图分类(IntentRecognition)和
槽位填充(SlotFilling),其中槽位填充模块进一步

分为两个子模块,分别是大样本意图槽位填充和小

样本意图槽位填充。我们第一步先将用户指令输入

到意图分类模块获取用户指令的意图;第二步,根据

第一步的结果判断用户的意图是否属于小样本意

图,然后根据意图类别(大样本意图或小样本意图)
选取对应的槽位填充模块来获取用户指令中的槽

位。本文所采取的意图分类和槽位填充的基础构造

如下:

图1 模型整体结构

  意图分类模块:该模块采用BERT-base结合

前馈神经网络(FFN)进行意图分类。BERT-base
是由12层Transformer构成的编码器,向量维度是

768维,FFN由两个具有ReLU激活函数的多层感

知机和一个线性层构成。给定用户指令 X={x1,

x2,…,xl},其中l代表句子长度。首先利用BERT
提取X 中每一个单词的上下文词向量,我们取

BERT中最后一层的词向量,记为H={h1,h2,…,

hl}∈Rl×d,d 代表BERT的向量维度,也就是768。
我们用H 的平均池化结果作为整个句子的语义表

示,记为q,如式(1)、式(2)所示。

h1,h2,…,hl =BERT{x1,x2,…,xl} (1)

q=
1
l∑

l

i=1
hi (2)

其中,q∈Rd,最后将q 通过FFN计算分类的概率

p,如式(3)所示。

p=softmax(FFN(q)) (3)
其中,p∈Rk,k 表示类别的总数,取概率最大的作

为预测的意图类别。
槽位填充模块:槽位填充的两个子模块均采用

BERT-base作为编码器,为了可以建模标签之间的

依赖关系,提升模型在槽位识别上的效果,本文在

BERT 的 输 出 词 向 量 后 引 入 Bi-LSTM[17]结 合

CRF[18]的网络模型。具体来说,我们将用户指令X
输入到编码器,xi 代表X 中第i个单词的编码向

量,最后xi 经Bi-LSTM 转换处理得到最终表示向

量为hi。

h
→
i=LSTMf(wi,h

→
i-1;θf) (4)

h
←
i=LSTMf(wi,h

←
i-1;θb) (5)
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其中hi=h
→
i􀱇h

←
i,􀱇代表向量的拼接操作,θf,θb 表

示前向LSTM和反向LSTM 的参数,h
→

和h
←

分别

是前向和反向LSTM在第i个单词的隐藏状态;然
后,我们将hi 输入到CRF模型中计算所有可能的

路径分数,选择分数最大的作为预测的路径。

2.2 基于半监督学习机制的小样本意图分类

在图1中的意图分类模块中,我们使用一个基

于BERT的分类模型来识别用户指令的意图。然

而在该模型的学习过程中,由于日常用户指令的意

图种类同时包含大样本的高频意图与小样本的低频

意图,使得我们在普通有监督的训练方式下学习到

的模型仅能较好地识别出高频意图,而对于低频意

图往往识别得不尽如人意。因此,本节提出一种基

于半监督机制的学习策略,使得模型可以在不引入

额外人工标注样本的条件下大幅提升对小样本意图

的识别能力。
针对含有小样本的意图分类问题,我们的解

决思路是依靠半监督学习的方法,使得模型可以

自动地从未标注的数据集中获取高置信度的小样

本数据,而后将其打上伪标签重新代入模型进行

学习,重复整个过程直至模型收敛,具体的方法流

程如下:
第一步,利用已有大样本标注数据与少量小

样本标注数据学习一个意图分类模型,并利用该

模型对未标记的用户指令进行意图分类和置信度

打分,其中置信度通过人工干预,选取高置信度数

值,有助于在迭代过程中获得好的效果。在初始

轮次,该模型仅使用有限少量小样本数据训练,而
在余下轮次,该模型会额外引入伪标签小样本数

据进入训练集。
第二步,对于从第一步中获取的样本意图以

及置信度,如果一个用户指令被预测为小样本意

图的置信度大于δ1 并且被预测为任何大样本意图

的置信度小于δ2,我们就认为该指令的意图为小

样本意图,并将其打上小样本的伪标签置入训练

数据中。在初始轮次,由于模型小样本分类能力

还比较差,可能会错识别一些小样本数据,但随着

模型迭代,该类错误样本会被正确识别并被移出

训练集。
第三步,重复第一、二步,直至模型收敛。我们

每一轮都会对未标注的数据意图进行重新预测,产
生新的伪训练数据,当模型预测结果与上一轮预测

结果一致时,视为模型已经收敛。值得注意的是,在

上述流程中,我们主要目的是通过加入伪标签的小

样本数据解决高频意图与低频意图的数据不平衡问

题,所以我们并不对大样本训练数据进行额外处理。
算法将两类小样本统一概括为小样本问题表述,具
体伪代码流程图如下:

2.3 基于迁移学习的小样本槽位填充

如图1所示,我们的模型中槽位填充模块包含

两个子模块,分别用于处理大样本意图的槽位填充

和小 样 本 意 图 的 槽 位 填 充,两 个 子 模 块 均 采 用

BERT+BiLSTM+CRF的网络结构。当填充大样

本意图的槽位时,由于大样本的槽位标注数据充足,
我们可以直接通过上述网络模型学习到较为精准的

槽位填充模型用于槽位填充。然而当填充小样本意

图的槽位时,由于小样本的槽位标注数据不足,采取

直接学习的方法不能有效地获取满意的槽位填充模

型,因此我们需要额外应用针对小样本的学习方法

来训练模型。相较于“意图识别”任务,由于“槽位填

充”任务中槽位种类繁多、组合各样、结构复杂,所以

类似2.2节所提出的针对数据分类任务的半监督学

习策略很难适用于该任务,因此本文针对“槽位填

充”任务的特性,提出了一种基于迁移学习的训练方

法,在不引入任何额外有标注数据或无标注数据的

情况下,仅凭少量小样本数据也可以训练出准确的

槽位填充模型。
该模块主要思路如图2所示,对于小样本槽位

填充任务,我们可以利用迁移学习的思想,利用小

样本标注数据对已训练好的大样本模型,进行适

应性调整便可获得强健的小样本槽位填充模型。
我们具体的学习过程概括如下,假设对于 N 个大

样本意图,我们首先学习 N 个大样本意图的槽位

321

Please contact to Foxit Software for the licensed copy.

Web Site:
www.FoxitSoftware.com

Sales and Information:
Sales@FoxitSoftware.com

Techincal Support:
Support@FoxitSoftware.com



中 文 信 息 学 报 2023年

填充模型;然后,对于这 N 个学习好的大样本模

型,我们截取其输出层之前的网络结构及权重用

于模型迁移;接下来,对于某个小样本槽位填充任

务,我们分别在这N 个迁移的网络模型上,利用有

限的小样本对模型进行微调训练,得到 N 个新的

针对小样本意图的槽位填充模型。最后,在槽位

预测时,我们利用这 N 个新的小样本槽位填充模

型,对某一用户指令,分别输出 N 个槽位预测结

果,综合这N 个结果投票,取票数最多的结果作为

最终的结果。

图2 基于迁移学习的小样本槽位填充模块示意图

  值得注意的是,在上述投票过程中,由于 N 个

模型的先验知识并不相同,各模型预测出的结果的

置信度亦不相同,所以将N 个模型的预测结果进行

等权投票的方法并不合理。显然,如果迁移之前的

来源大样本数据与之后的目标小样本数据更相似,
则学到的模型置信度更高;如果来源数据与目标数

据间的差异偏大,则学到的模型置信度偏低。如表

1所示,如在学习小样本意图“播放电视节目”下的

槽位时,如果来源数据是大样本意图“播放视频”,则
此时模型的预测结果应该给予较高的置信度,因为

二者数据较相似;相反,如果来源数据属于“家居控

制”意图,与“播放电视节目”意图的数据差异过大,
则应给予较低的置信度。因此,本文在最终模型投

票阶段,并不采取等权投票,而是按槽位模型的来源

数据与目标数据的相似度的大小分配投票权重

大小。
本文算法最终考虑了两种槽位相似度,作为衡

量模型投票权重大小的标准。第一种是槽位本身的

语义相似度,主要是从槽位语义的角度出发,衡量两

个槽位的语义近似度。如“日期”和“时间”的语义相

似度高,而与“设备”的语义相似度低。具体地,我们

利用BERT预训练的语义向量表达两个槽位名的

语义向量,而后直接计算两向量之间的Cosine相似

度作为二者的语义相似度,如式(6)所示。

Simname(z,z')=Cosine(Wz,Wz') (6)
其中,z 和z'代表两个不同的槽位,Wz 和Wz'分别

是两个槽位对应的语义向量,Cosine代表两个向量

之间的余弦相似度。此外本文考虑的第二种相似度

为槽位所包含内容的相似度,主要是根据两槽位是

否包含相同的槽位值,来判断两个槽位是否相似。
如果两个槽位有越多相同的槽位值,则说明它们越

相似,反之越不相似。如“天气查询”意图下的槽位

“城市”和“旅行查询”意图下的槽位“目的地”、“出发

地”下都有大量相同的城市名如北京、桂林等,所以

“城市”和“目的地”、“出发地”应为相似槽位;相反

的,与其它不包含任何地点的意图,例如播放视频没

有相同的槽位值,所以不相似。具体的,我们用

Jaccard相似度表示上述相似度,如式(7)所示。

Simvalue(z,z')=
|Vz ∩Vz'|
|Vz ∪Vz'|

(7)

其中,Vz 和Vz'分别代表槽位z 和z'对应的槽位值

的集合。综合以上两种相似度,我们使用二者的加

权结果作为最终的槽位相似度,表示为Simslot(z,z'),
计算如式(8)所示。

Simslot(z,z')=α*Simname(z,z')+

β*Simvalue(z,z') (8)
其中,α和β 为权重系数。本节所述完整算法流程

如下:
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3 实验

3.1 数据集介绍

  本文采用2021年中国计算机学会大数据与计

算智能大赛(CCF-BDCI)组委会与中国中文信息学

会(CIPS)共同举办的全国信息检索挑战杯(CCIR
Cup)中的“智能人机交互自然语言理解”①。数据集

包含用户与音箱等智能设备进行单轮对话的文本数

据,包括共11个意图类别,47个槽位类型。训练集

有9100条,每一个样本如表2所示,包含意图和槽

位。该赛题的评测任务共有三个子任务(表2)。

3.2 实验参数

意图分类模块的预训练模型采用 MacBERT、

表2 赛题评测任务

子任务 数据分布

基础任务 包含9个类别,每一个类别有对应的槽位以及1000条样本

小样本任务 包含2个类别,每一个类别有对应的槽位以及50条样本

域外检测任务 无训练数据提供,将除了以上11个类别的数据视为域外样本。域外类别没有槽位

NEZHA、RoBERTa投票集成,槽位填充模块的预

训练模型采用 MacBERT。句子最大长度设置为

256,优化算法为AdamW,初始学习率设置为2e-5,
半监督学习轮次设置为5、两个小样本意图预测置

信度参数δ1 和δ2 分别设置为0.95和0.15,槽位填

充算法中两种相似度被视为同等重要影响因子,权
重系数α和β均设置为0.5,对抗训练的扰动参数设

置为0.05,批次batch设置为64,训练epoch设置为

20。以上均为目前针对本实验数据所得的最优

参数。

3.3 实验结果

首先我们从训练集中按照10∶1比例划分

训练集和测试集,对比离线模式下不同预训练模

型在槽 位 填 充 任 务 上 的 表 现,实 验 结 果 如 表3
所示。

表3 预训练模型对比实验

模型 意图分类 槽位识别

BERT+ Naive 0.933 0.874

RoBERTa+ Naive 0.935 0.871

ALBERT+Naive 0.933 0.876

NEZHA+Naive 0.940 0.887

MacBERT+ Naive 0.951 0.903

  注:Naive指代用BERT最后一层表示做意图分类,用Transformer做槽位的序列标注。

  根据实验结果所示,使用 MacBERT预训练模型

做下游意图分类和槽位识别任务的效果好于其他模

型。相比其他BERT模型,除了使用全词掩码策略

外,MacBERT在预训练阶段采用相似词替换的掩码

策略,以降低预训练和微调阶段两者之间的差距,使
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得 MacBERT更加贴合下游任务,因此本文在两个

任务中均以 MacBERT作为我们的预训练模型。
在上述确定预训练模型中,我们仅使用大样

本数据集进行实验以确定后续任务的基础预训练

模型。为适配小样本实验结果,我们针对比赛任

务对全部训练数据进行学习,并提交模型预测结

果到线上验证。表4中提供了实验模型及线上提

交结果。

表4 模型评测分数对照

序号 模型 准确率

(1) MacBERT+JointLoss 0.562

(2) MacBERT+ Naive 0.607

(3) MacBERT+BiLSTM 0.616

(4) MacBERT+BiLSTM +CRF 0.622

(5) MacBERT+BiLSTM +CRF+SFSL 0.754

(6) MacBERT+BiLSTM +CRF+SFSL+ TFSL 0.848

(7) MacBERT+BiLSTM +CRF+SFSL+ TFSL+FGM 0.853

  通过对比模型(1)和模型(2),我们发现基于意

图分类和槽位识别的串行模型结构在模型效果上要

好于并行模型架构。通过JointLoss联合学习意图

分类和槽位识别任务无法协调其中一类任务的优

化,因此在我们的模型中确定使用串行模型架构的

学习方式。
在模型结构上,我们分别对(2)、(3)、(4)三种模

型结构进行了对比实验。通过在 MacBERT基础上

添加BiLSTM增强语义特征提取能力,我们获得了

约1个百分点的提升。除此之外,加入条件随机场

后,通过对标签预测结果加入条件约束,模型对预测

结果得到更加准确的结果。
在提升小样本适应能力、模型迁移能力和鲁棒

性方面,我们分别向模型中注入基于半监督学习机

制的小样本意图分类算法、基于迁移学习的小样本

槽位填充算法和对抗训练方法。在基础模型(4)的
基础上,将基于半监督学习机制的小样本意图分类

算法(SFSL)引入,即模型(5),推理结果获得“质”的
提升,其原因在于该算法对小样本意图分类准确率

提升显著,并且由于我们采取了串行模型架构,意图

识别准确率的提升也减少了之前因意图误分导致的

槽位填充错误。当结合基于半监督学习机制的小样

本意图分类算法后,再引入基于迁移学习的小样本

槽位填充算法(TFSL),即在模型(5)的基础上对小

样本槽位识别进行改进得到模型(6),由于我们将大

样本槽位模型的能力通过迁移学习泛化到小样本槽

位模型上,使得小样本槽位填充模型的准确率得到

显著提升,进一步显著地提升了模型整体的准确性。
最后,模型(7)通过加入对抗训练(FGM)[19]和多模

型加权投票融合,取得最优的线上评测结果。

3.4 实验分析

为了更好地说明我们方法的有效性,本文给出

了具体的实例做结果对比分析,见表5和表6。

表5 与联合建模策略在意图分类效果上的对照实例

文本 联合建模 独立建模

厦门飞天津的飞机已经起飞了吗 旅行查询 其他    

看一下今天的南海海洋天气预报,调到南海 天气查询 电视节目播放

我要循环播放张籍的秋思 音乐播放 音频播放  

表6 大样本槽位迁移建模在小样本槽位填充效果上的对照实例

文本 相关大样本槽位迁移建模 不相关大样本槽位迁移建模

播放童话故事

谁是最幸运的

英文版的

{“来源”:“收音机收听”,“目标”:“音频播放”,“名称”:
“谁是最幸运的”,“语言”:“英语”,“标签”:“童话”}

{“来源”:“日历查询”,“目标”:“音频播放”,
“名称”:“是最幸运的”,“语言”:“英语”,“标
签”:“Null”}
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文本 相关大样本槽位迁移建模 不相关大样本槽位迁移建模

播放香港喜剧

我爱钟无艳

{“来源”:“视频播放”,“目标”:“电影电视剧播放”,“名
称”:“我爱钟无艳”,“标签”:“喜剧”,“区域”:“香港”}

{“来源”:“家具控制”,“目标”:“电影电视剧播

放”,“名称”:“钟无艳”,“标签”:“喜剧”,“区
域”:“Null”}

帮我搜索一下

CCTV2的一

槌定音

{“来源”:“电影电视剧播放”,“目标”:“电视节目播放”,
“频道”:“CCTV2”,“名称”:“一槌定音”}

{“来源”:“天气查询”,“目标”:“电视节目播

放”,“频道”:“CCTV”,名称”:“一槌定音”}

  从表5可以看出,对于联合建模的方式,由于同

时建模意图与槽位信息,因此当句子中出现某些相

似的槽值时,可能会混淆意图的语义。如“我要循环

播放张籍的秋思”这个句子中含有“作者、名称”槽
位,因此很容易和“音频播放”意图混淆。如表5所

示,尤其在小样本意图上,如“其他”“电视节目播放”
“音频播放”,联合建模的方法很容易混淆不同意图

的用户指令。而本文提出的模型,通过独立建模的

方式与半监督的学习方法,可以正确识别小样本

意图。
在表6中,我们通过从不同大样本模型上迁移

小样本模型,来说明利用槽位相似度做预测加权投

票的必要性。以“播放香港喜剧我爱钟无艳”为例,
该文本真实意图为“电影电视剧播放”,真实槽位为

“{“名称”:“我爱钟无艳”,“标签”:“喜剧”,“区
域”:“香港”}”。如果我们迁移的大样本槽位模型

来源是在“视频播放”意图下学习到的,则由于“视频

播放”数据与“电影电视剧播放”数据的样本相似性

高,所以迁移学习后的小样本模型可以正确识别槽

位;反之,如果我们迁移的大样本槽位模型来源是在

“家居控制”意图下学习到的,则由于“家居控制”数
据与“电影电视剧播放”数据的样本相似性低,所以

迁移学习后的小样本模型很难正确识别槽位。因此

我们所提出的方法,在迁移各大样本模型后,通过式

(7)加权投票,减弱数据相似度低的迁移模型权重与

加强数据相似度高的迁移模型权重,以获得更为可

信的预测结果。

4 结束语

本文提出的模型主要用于解决在真实语音交互

业务中标注样本缺失的问题,提出一种新颖的基于

小样本“意图识别”和“槽位填充”的串行解决方案。
与联合建模方法不同的是,我们的方法采用串行架

构,可以根据“意图识别”和“槽位填充”的特性,分别

设计针对性更强的解决模块。基于本文所提出的模

型,我们在2021年中国计算机学会大数据与计算智

能大赛(CCF-BDCI)组委会与中国中文信息学会

(CIPS)共同举办的全国信息检索挑战杯(CCIR
Cup)中的“智能人机交互自然语言理解”赛道取得

了第一名的成绩。
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