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ABSTRACT
Traditional text classification models face challenges in handling long texts and understanding topic transitions in dialogue 
scenarios, leading to suboptimal performance in automatic speech recognition (ASR)- based multi- round dialogue intent clas-
sification. In this article, we propose a few- shot contrastive learning- based multi- round dialogue intent classification method. 
First, the ASR texts are partitioned, and role- based features are extracted using a Transformer encoder. Second, refined sample 
pairs are forward- propagated, adversarial samples are generated by perturbing word embedding matrices and contrastive loss 
is applied to positive sample pairs. Then, positive sample pairs are input into a multi- round reasoning module to learn seman-
tic clues from the entire scenario through multiple dialogues, obtain reasoning features, input them into a classifier to obtain 
classification results, and calculate multi- task loss. Finally, a prototype update module (PUM) is introduced to rectify the biased 
prototypes by using gated recurrent unit (GRU) to update the prototypes stored in the memory bank and few- shot learning (FSL) 
task. Experimental evaluations demonstrate that the proposed method outperforms state- of- the- art methods on two public data-
sets (DailyDialog and CM) and a private real- world dataset.

1   |   Introduction

The concept of a Dialogue Act (DA), which is originated from 
‘illocutionary act’ theory, is considered as a method of defin-
ing the semantic content and communicative function of a 
single utterance of dialogue (Duran, Battle, and Smith  2023). 
Dialogue intent classification (IC or DIC) is a pivotal compo-
nent of task- oriented dialogue systems (Liu, Zhang, et al. 2021; 
Xu et al. 2023; Louvan and Magnini 2020; Firdaus et al. 2021), 
enabling machines to understand and respond to user inten-
tions effectively. Conversational AI (CoAI) (Tian et  al.  2022) 
bots for dialogue tasks have gradually been widely used in the 

past decade and gained much attention recently. As shown in 
Figure 1, a typical multi- round dialogue system should include 
many essential components for dialogue understanding, includ-
ing automatic speech recognition (ASR) (He and Young  2003; 
Hayat et al. 2020), natural language understanding (NLU) (Liu, 
Eshghi, et al. 2021; Xiang et al. 2024), dialogue state tracking 
(DST) (Madotto et al. 2020), intent classification (IC) (Li 2022; 
Yuan 2023; Pang et al. 2022; Yan et al. 2024; Zhao et al. 2023; 
Sauer, Asaadi, and Küch 2022; Hou et al. 2021) and slot filling 
(SF) (Wu, Hovakimyan, and Hobbs  2023). In this article, we 
focus on the contents marked in blue, as shown in Figure  1. 
Traditional classification models are ineffective in dealing with 
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these challenges. Recent advances in deep learning and neural 
network theory have shown promotion in text classification, 
however, multi- round dialogue intent classification in voice cus-
tomer service scenarios is more challenging due to word repe-
titions, unclear intentions and ultra- long text content when the 
text is generated via automatic speech recognition (ASR).

Existing DIC methods often require large annotated datasets 
to obtain reasonable performance and avoid overfitting, which 
is not always available in practical scenarios. To mitigate this 
limitation, few- shot learning (FSL), which imitates the human's 
ability to learn from a few examples and adapt quickly to new 
tasks, has been proposed to train networks to understand the ut-
terance of the user from only a few annotated data. Contrastive 
learning (Zhang et al. 2024; He et al. 2023; Xie et al. 2024), an 
effective self- supervised deep learning paradigm, learns activity 
representation by contrasting sample views created by varying 
data with augmentation methods. Most existing studies on di-
alogue classification focus on sentence- level or utterance- level 
intent recognition of user statements (Yan et al. 2024). Customer 
service dialogues belong to task- oriented multi- round dialogues 
aimed at solving specific problems in particular scenarios. As 
shown in Figure  1, a typical scenario in telecommunication 
company (e.g., China Telecom, 10,000) aims to classify user 
intent with a multi- round text dialogue into 5 business types, 
including enquiry, processing, consultation, complaint and fault 
report.

In this article, we propose a few- shot contrastive learning- based 
multi- round dialogue intent classification method. First, we par-
tition the ASR text dialogues into long and short texts, extract 
role- based features, and encode them with a Transformer en-
coder. Then, the pre- processed sample pairs are processed with 
a forward- propagation, and perturbs word embedding matri-
ces to generate adversarial samples, applies contrastive loss to 
positive sample pairs. We use knowledge distillation to train a 
feature extractor to alleviate the negative impact of noise and 
irrelevant content from other classes. We construct a memory 
bank to store the prototypes calculated in each FSL task and 
update them via a gated recurrent unit (GRU). Dynamically up-
dating the prototypes can fuse the prototypes of multiple FSL 
tasks and enhance their representativeness in the feature space. 

Finally, we input positive sample pairs into a multi- round rea-
soning module to learn semantic clues across dialogues, obtain 
reasoning features, feed them into a classifier for classification 
results and calculate multi- task loss. Experimental results show 
that the proposed method performs well on two public datasets 
and a private real- world dataset. The main contributions of this 
paper are as follows:

• A novel few- shot contrastive learning framework is designed 
for multi- round dialogue intent classification, including a 
pre- training stage and a contrastive meta- learning stage.

• A contrastive learning module is proposed with inference 
and context reasoning, which can alleviate the problem 
raised by word repetitions and unclear intentions within an 
ultra- long text content.

• A prototype update module (PUM) is introduced to rectify 
the biased prototypes by using GRU to update the proto-
types stored in the memory bank and FSL task.

2   |   Related Works

Few- shot text classification has garnered significant attention in 
recent years. Zhang et  al.  (2024) propose an LLM- augmented 
unsupervised contrastive learning framework for the few- shot 
text classification method, which introduces a cognition- enabled 
large language model (LLM) for efficient data augmentation 
and presents corresponding contrastive learning strategies. Liao 
et al. (2023) present a mask- guided BERT, a simple and modu-
lar framework to help BERT- based architectures tackle few- shot 
text classification. Loukas et  al.  (2023) propose using conver-
sational GPT models for easy and quick few- shot text classifi-
cation in the financial domain. Hou et al. (2021) present a FSL 
for multi- label intent classification, which introduces a metric 
learning- based method with anchored label representation. 
However, most of the research deals with IC problems gener-
ated in real customer service scenarios, which generate complex 
multi- round dialogues.

Contrastive learning has been extensively utilised in unsu-
pervised representation learning by minimising the distance 

FIGURE 1    |    A typical multi- round dialogue system for online/call service scenario.
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between positive pairs and maximising the distance between 
negative pairs. Many contrastive learning models incorporate 
components like detach, predictor, or intersection comparison 
(Cheng et al. 2023; Wu, Hovakimyan, and Hobbs 2023; Wang, 
Zhang, et al. 2023). He et al. (2023) propose an uncertainty es-
timation for few- shot text classification with contrastive learn-
ing, which can be trained with only one support sample for 
each class with the help of pseudo- uncertainty scores. Wang, 
Tan, et al. (2023) study the shortage issue of labels and create 
a novel contrastive meta- learning framework on graphs with 
a contrastive two- step optimisation and a similarity- sensitive 
mix- up strategy.

Intent Classification is essential in the natural language under-
standing module of question answering (QA). TextCNN uses 
convolution to capture n- grams in sentences (Wang et al. 2020) 
and captures essential features in the text through maximum 
pooling while solving the problem of inconsistent sentence 
length. Dialogue text classification technology has recently 
gained significant attention in academia and industry. The 
MFDG (Pang et  al.  2022) model uses a heterogeneous graph- 
based encoder that achieves the whole dialogue by explicitly 
modelling multiple factors crucial for cross- lingual speaker- 
specific and contextual information extraction and can achieve 
a specific performance. Gong et al. (2023) propose a POS- aware 
adjacent relation attention network for question classification, 
which enhance context representations with POS information 
and neighbouring signals. The proposed adjacent relation at-
tention mechanism can capture both the long- term dependency 
and local representation of semantic relations among words in 
different sentences. DialGNN (Yan et al. 2024) introduces a het-
erogeneous graph neural network framework tailored for the 
problem of dialogue classification, which exhibits a good perfor-
mance in public China Mobile (CM) dataset with multi- round 
dialogue of formal language.

3   |   The Proposed Method

The overview model architecture is shown in Figure 2, which 
mainly consists of a pre- training stage, a contrastive meta- 
training stage, a contrastive learning module, a multi- round sce-
nario inference module and a loss function.

First, the input ASR text is divided into n rounds of dialogue based 
on the speakers in the conversation. To include connections be-
tween dialogues as much as possible in each round, each dia-
logue round includes multiple dialogues between [CLI, CSR, …]. 
The total length of each dialogue round is Ldia, with each chunk 
size being Z, a hyperparameter. Therefore, the result of dividing 
a conversation text is n chunks, U =

[
u1,u2, … ,un

]
. Samples 

from China Mobile (CM) and China Telecom (CQTel.10000) are 
shown in Figure 5.

3.1   |   Pre- Training and Prototype Update Module

As shown in Figure 2, a convolutional neural network classifier 
is constructed in the Pre- training stage and trained on the base 
dataset. Then, the last fully connection layer is removed to get 
the feature extractor f�f with parameters �f. To train an efficient 
f�f that offers good feature embeddings, the proposed method 
utilises the supervised contrastive loss to promote the classifica-
tion performance and uses knowledge distillation to enable f�f to 
effectively distinguish foreground objects and the background of 
the samples. Then, the feature extractor is transferred to subse-
quent stages. In the meta- training stage, we propose a Prototype 
Update Module (PUM) that constructs a memory bank to store 
the prototype of each class. The PUM uses the prototypes 
from each task to update the meta- knowledge of correspond-
ing classes preserved in the memory bank. Meta- knowledge 
aids in learning new concepts from new ASR text samples. We 

FIGURE 2    |    The overview framework of the proposed method.
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consider the prototype of each class in the base dataset Cbase as 
meta- knowledge. Query samples are classified by calculating 
the Euclidean distance between their features and these proto-
types. In the meta- test stage, query instance representations are 
compared with the prototypes in the memory bank to classify 
the query samples.

3.2   |   Contrastive Learning Module

Adversarial samples are data that cause a model to misclassify 
after adding slight perturbations. Training on both refined and 
adversarial samples is an effective method to improve the ro-
bustness of the model. For a given loss function 

(
f�
(
xi + r

)
, yi

)
, 

where f� is a parameterised neural network and xi represents the 
input example, perturbations can be maximised by the loss 
function.

Using a first- order approximation, the loss function can be ap-
proximated as:

By solving Equations (1 and 2), the perturbations can be derived 
in the following form:

In this article, we generate adversarial samples by directly 
adding perturbations to the word embedding matrix in 
Transformer- based encoders. Specifically, after each for-
ward pass on refined samples, we compute the gradient of the 
classifier loss to obtain the word embedding matrix V, which 
replaces the word embedding in Equation  (3) to calculate 
perturbations. The loss function used by the classifier is the 
cross- entropy loss:

Based on the concept of contrastive learning, we treat the hidden 
vector hi

[CLS]
 from the last layer of the Transformer for a refined 

sample and its corresponding adversarial samples as a positive 
sample pair hj

[CLS]
. Then, we apply a non- linear projection layer:

Here, W1 ∈ Rdh×dh, W2 ∈ Rdk×dh, dk = 300. For a batch containing 
N sample pairs, each positive sample pair has 2(N − 1) negative 
sample pairs. The contrastive loss is defined as:

where sim denotes the cosine similarity between two vectors, 
and � is a hyperparameter.

3.3   |   Multi- Round Inference Module

3.3.1   |   Multi- Round Inference Module

As shown in Figure 3, the multi- round context inference mod-
ule is composed of multi- round inference modules connected 
together. During the tth round of reasoning, we use an LSTM 
network to learn the intrinsic logical sequence and integrate 
contextual cues into the working memory, represented as:

where 
∼
q
i

(t−1)

∈ R2du is the output vector, and q(t)
i

∈ ℝ
4du is the con-

text representation for the current round of dialogue. This con-
text is initialised via cq

i
, for example, as q(0)

i
=Wqc

q
i
+ bq, where 

Wq ∈ ℝ
4du×2du and bq ∈ ℝ

4dv are learnable parameters. h(t)
i

∈ ℝ
2du 

represents the working memory, which can store and update 
previous memories h(t−1)

i
. Through iterative updates of the work-

ing memory, the implicit logical sequence among cues can be 
learned. The initial state h(t)

i
 is set to zero, and t  represents the 

index for computing the final state.

3.3.2   |   Context Reasoning Module

For the retrieval process, we use an attention mechanism to 
match relevant contextual cues from global memory in Figure 4. 
The detailed computation is as follows:

where f  is a function (e.g., dot product) calculating a scalar from 
gj and ̃q(t−1)

i
. Here, gj is obtained by concatenating the first j slices 

processed through a Transformer.

Afterward, q̃(t−1)
i

 and r(t−1)
i

 are concatenated to form the next 
input q(t)

i
:

The query q(t)
i

 is updated through the working memory h(t)
i

, al-
lowing it to retrieve more contextual cues.

For a given dialogue segment context representation ui, global 
memory Gq, and number of iterations Tq, the entire retrieval 
phase can be represented as qiq = Cognition

(
ci
q,Gq;Tq

)
.

(1)max
r


(
f𝜃
(
xi+r

)
, yi

)
, s. t. |r|∞<𝜖, where 𝜖 >0

(2)L
(
f�
(
xi+r

)
, yi

)
≈L

(
f�
(
xi
)
, yi

)
+∇xiL

(
f�
(
xi
)
, yi

)T
r

(3)r= −�sign
(
∇xi


(
f�
(
xi
)
, yi

))

(4)CE= −
1

N

∑N

i=1

∑C

c=1
yi,clog

(
p
(
yi,c| hi[CLS]

))

(5)zi=W2ReLU
(
W1h

i
[CLS]

)

(6)zj=W2ReLU
(
W1h

j
[CLS]

)

(7)ctr= − log
exp

�
sim

�
zi, zj∕�

��

∑2N
k=1 �[k≠i]exp

�
sim

�
zi, zj∕�

��

(8)
∼
q
i

(t−1)

, h(t)
i
= ����������⃗LSTM

(
q(t−1)
i

, h(t−1)
i

)

(9)e(t−1)
ij

= f
(
gj, q̃

(t−1)
i

)

(10)�
(t−1)
ij

=
exp

�
e(t−1)
ij

�

∑N
j=1 exp

�
e(t−1)
ij

�

(11)r(t−1)
i

=
∑N

j=1
�
(t−1)
ij

gj

(12)q(t)
i
=
[
q̃(t−1)
i

; r(t−1)
i

]
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To ensure that the features Qj
q =

[
q
q
1
, q

q
2
, … , q

q
n

]
 extracted from 

the jth dialogue text represent all semantic information, we 
choose the maximum number of dialogue rounds n as the length 
of feature Q. For texts with fewer than n rounds of dialogue, we 
pad with zeros.

3.3.3   |   Loss Function

The total loss function is as follows, using a multi- task approach 
that combines classification loss and contrastive loss with 
weighted operations:

where V
CE

 is the classification loss from refined samples, V+r
CE

 
is the classification loss from adversarial samples, and ctr is the 
contrastive loss.

4   |   Experimental Evaluations

4.1   |   Datasets and Implementations

We evaluate the proposed method on three datasets: the public 
available multi- round dialogue dataset DailyDialog (Li et al. 2017) 
and phone call dialogues from China Mobile(CM) (Yan et al. 2024), 
and a private ASR text dataset from China Telecom Chongqing 
Branch(CQTel.10000). The CQTel.10000 is similar with CM, 
which comprises 80,438 entries, categorised into 5 major types: 

(13)=
(1−�)

2

(
V
CE+V+r

CE

)
+�ctr

FIGURE 3    |    The multi- round inference module.

FIGURE 4    |    The context reasoning module.
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enquiry (查询), processing (办理), consultation (咨询), complaint 
(投诉) and fault report (报修), with the top 20 subcategories se-
lected under each major category. As shown in Figure 5, the ASR 
text in CQTel.10000 is more complex compared with CM dataset. 
For example, the text is not formal language, and many mistakes 
contains (e.g., 1199 RMB should be 199RMB). The critical issue is 
that there may exists many intents(blue for Fault Report, yellow 
for Enquiry) in the dialogues, which is normal in the real environ-
ment, however, this is few in CM.

The experiments were conducted using a V100 GPU (32 GB), im-
plemented based on the Pytorch. The initial learning rate of the 
model is set to 1e- 4, and the Adam optimiser is used during the 
training phase. The batch size is set to 32 and the results are aver-
aged over five experiments, and each training session consisting 
of 60 iterations. We use ResNet- 12 as a feature extractor and a list 
of 64 × 128 dimensions is used as the memory bank. Moreover, a 
two- layer GRU with a 512- dimensional hidden layer contributes 
to the prototype update. Both datasets are split into training and 

FIGURE 5    |    The examples of case study on CQTel.10000 and CM datasets.

TABLE 1    |    Experiments on DailyDialog, CM and CQTel.10000.

Datasets Model Acc Top- 3 Top- 5 F1

DailyDialog TextRNN 49.10 74.90 74.00 38.62

Bert- base (Wang et al. 2020) 62.90 83.40 88.60 57.48

DialogueGCN (Ghosal et al. 2019) 61.30 83.90 90.80 52.48

RGAT (Schlichtkrull et al. 2018) 63.50 89.40 93.90 59.02

DAG (Yu et al. 2021) 63.20 86.40 93.20 58.52

MFDG (Pang et al. 2022) 66.50 89.30 94.40 60.64

Ours 65.98 89.55 95.10 61.23

CM DialGNN(CNN_LSTM) (Yan et al. 2024) 54.10 87.23 89.95 41.80

DialGNN(Han) (Yan et al. 2024) 63.10 90.07 91.28 48.10

DialGNN(BERT) (Yan et al. 2024) 70.20 92.26 96.47 59.30

Ours 71.31 94.74 96.47 61.17

CQTel.10000 DialGNN(BERT) (Yan et al. 2024) 71.96 80.27 83.11 58.31

Ours 76.22 83.36 85.48 68.72

Note: Bold indicates best Results. 
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testing sets in an 8:2 ratio. We follow the evaluation metrics in (Yan 
et al. 2024): accuracy (Acc), precision (P), recall (R) and F1- score.

4.2   |   Comparison With State- Of- The- Art Methods

As shown in Table 1, it is obvious that the proposed method out-
performs most of the methods and achieves similar results as 
MFDG on DailyDialog. It performs better in ASR text classifi-
cation in telecommunication scenarios. The proposed method 
exhibits significant improvement over DialGNN on CM and 
CQTel.10000 datasets. The proposed method shows better per-
formance in the multi- round intent classification considering 
informal language (e.g., repetition, inconsistency, multi- intents).

Then, we conducts experiments and comparative analysis on 
CQTel.10000 dataset with all 5 business types, introduces Top 
k accuracy assessment method and three indicators, Top 2, Top 
3 and Top 5, and the experimental results are shown in Table 2. 
The proposed method exhibits better Acc in processing (办理), 
which indicates that user prefer to express their intent directly. 

However, when client enquiry some information, they may 
transfer to other intents (complex intents in one dialogue, exam-
ples in Figure 5) which leads to a decrease in Acc.

We evaluate the proposed method with other FSL or few- shot 
contrastive learning methods for intent classification on three 
datasets. As shown in Table  3, the proposed method outper-
forms other method in all 5- way 1- shot and 5- way 5- shot.

4.3   |   Ablation Studies

In this section, we conducted extensive ablation experiments on 
the proposed modules to validate their effectiveness. The results 
are presented in Table 4, which demonstrate that the complete 
model achieved optimal performance. Furthermore, all modules 
contributed to the performance improvement to some extent. 
Experimental results demonstrate that the prototype update 
module (PUM), which constructs a memory bank and imports 
a gated recurrent unit, plays a more significant role than other 
components in existing modules.

TABLE 2    |    Experimental evaluation on CQTel.10000 by bussiness types.

Types P(Top1) R F1 Top2 Top3 Top5 Acc Support

Processing (办理) 0.820 0.811 0.813 0.932 0.968 0.985 0.890 1132

Enquiry (查询) 0.653 0.649 0.649 0.749 0.788 0.819 0.680 2029

Fault Report (报修) 0.689 0.666 0.672 0.795 0.841 0.855 0.756 1691

Complaint (投诉) 0.620 0.608 0.610 0.688 0.735 0.748 0.750 3320

Consultation (咨询) 0.708 0.688 0.692 0.803 0.836 0.867 0.735 1536

Total 0.698 0.684 0.687 0.793 0.834 0.855 0.762 9708

TABLE 3    |    The few- shot IC results (5- way).

Methods

DailyDialog CQTel.10000 CM

1- shot 5- shot 1- shot 5- shot 1- shot 5- shot

MAML (Finn, Abbeel, and 
Levine 2017)

30.27 34.63 32.19 36.43 39.13 41.27

DHLNet (Zhang et al. 2022) 54.23 55.16 60.99 64.17 62.22 66.05

LA- UCL (Zhang et al. 2024) 59.06 61.05 65.48 71.99 69.74 73.32

Ours 64.26 66.85 66.04 72.47 73.18 78.29

TABLE 4    |    Ablation studies (5- way).

Module

DailyDialog CQTel.10000 CM

1- shot 5- shot 1- shot 5- shot 1- shot 5- shot

Full 64.26 66.85 66.04 72.47 73.18 78.29

SupLoss 63.87 66.02 65.84 71.88 71.66 77.01

DPM 62.99 64.28 65.01 70.65 71.13 75.87

PUM 61.34 63.53 64.27 69.28 68.34 71.26
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5   |   Conlusion

In this article, we effectively solve the problem of intent clas-
sification in multi- round dialogues and improve the robustness 
of the model based on a few- shot contrastive learning method. 
The experimental evaluation demonstrates that the proposed 
method outperform stat- of- the- art methods in both public data-
sets and private dataset. The proposed method has been imple-
mented in China Telecom Chongqing for 10,000 service centre 
to quickly classify the user's intention to understand customers.
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