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Abstract
We introduce Syntax-Aware Fill-in-the-Middle
(SAFIM), a new benchmark for evaluating Large
Language Models (LLMs) on the code Fill-in-
the-Middle (FIM) task. This benchmark focuses
on syntax-aware completions of program struc-
tures such as code blocks and conditional expres-
sions, and includes 17,720 examples from mul-
tiple programming languages, sourced from re-
cent code submissions after April 2022 to min-
imize data contamination. SAFIM provides a
robust framework with various prompt designs
and novel syntax-aware post-processing tech-
niques, facilitating accurate and fair compar-
isons across LLMs. Our comprehensive eval-
uation of 15 LLMs shows that FIM pretrain-
ing not only enhances FIM proficiency but also
improves Left-to-Right (L2R) inference using
LLMs. Our findings challenge conventional be-
liefs and suggest that pretraining methods and
data quality have more impact than model size.
SAFIM thus serves as a foundational platform
for future research in effective pretraining strate-
gies for code LLMs. The evaluation toolkit
and dataset are available at https://github.
com/gonglinyuan/safim, and the leaderboard
is available at https://safimbenchmark.com.

1. Introduction
Recent advances in Large Language Models (LLMs) such
as GPT-3.5 (Ouyang et al., 2022), GPT-4 (OpenAI, 2023),
and CodeLLaMa (Rozière et al., 2023) have revolutionized
coding-related tasks. However, existing benchmarks like
HumanEval (Chen et al., 2021) and MBPP (Austin et al.,
2021) focus on generating standalone functions or single-file
code from natural language descriptions, and do not consider
the more common practice of modifying and expanding
existing code during development.

Recognizing this gap, we introduce the Syntax-Aware Fill-
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in-the-Middle (SAFIM) benchmark. SAFIM emphasizes
syntax-aware completion within code’s Abstract Syntax
Tree (AST), targeting algorithmic blocks, control-flow ex-
pressions, and API function calls, unlike existing Fill-
in-the Middle (FIM) benchmarks such as HumanEval-
Infilling (Bavarian et al., 2022), which are based on fill-
ing randomly masked lines or character spans. SAFIM is
sourced from code on Codeforces and GitHub created after
April 2022, deliberately aiming to avoid overlap with main-
stream open-source pretraining corpora like The Stack (Ko-
cetkov et al., 2022). This approach reduces the risks of
data contamination caused by memoization of test cases,
thereby bolstering the credibility of our results. SAFIM,
with its 17,720 examples from 8,590 code files, not only
surpasses the scale of HumanEval-Infilling, which draws
from 164 short code files, but also expands the scope to
include multiple programming languages. SAFIM primarily
relies on execution-based evaluation, and uses syntactical
match evaluation only when execution is not feasible due to
external API calls.

Our comprehensive evaluation of 15 LLMs on SAFIM re-
veals its effectiveness in providing a fair comparison of mod-
els. We implement five distinct prompt designs to accom-
modate various model types and introduce a syntax-aware
truncation algorithm for post-processing the outputs. Our
approach unveils the true capabilities of non-FIM-trained
models, allowing for a fair comparison with FIM-trained
models.

Moreover, SAFIM sheds light on the strengths of various
pretraining paradigms and challenges some prevalent be-
liefs in the field. Specifically, our findings suggest that
FIM pretraining not only improves LLMs’ performance
in FIM inference but also enhances their performance in
classical Left-to-Right (L2R) inference scenarios. This
supports the growing trend of using FIM as the primary
pretraining objective in code LLM development. We also
observe that pretraining methods and data quality often out-
weigh the sheer model size—smaller models with sophisti-
cated pretraining paradigms often outperform larger models.
This is particularly evident in task-specific performances on
SAFIM, where models pretrained with additional repo-level
information excel in API function call completion, while
those trained with code execution feedback perform better
in control-flow expression generation. However, it is crucial
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to note that these comparisons across different model fami-
lies are not controlled experiments and could be influenced
by differences in pretraining environments. This suggests
future work in pretraining such models under the same en-
vironment to validate these observations further. That said,
our benchmark, SAFIM, provides a solid foundation for
such future research, and opens up new opportunities in
designing effective pretraining and fine-tuning paradigms
for code LLMs.

2. Related Work
Large Language Models for Code. The emergence of
Large Language Models (LLMs) like GPT-3 (Brown et al.,
2020) in natural language processing has led to the under-
standing that merely increasing the number of parameters
in pretrained language models will ensure superior perfor-
mance on unseen tasks. This has led to the application
of LLMs to code-related tasks, particularly in code gener-
ation. For such tasks, decoder-only models are typically
used. Initially, these models, such as Codex (Chen et al.,
2021), PaLM (Chowdhery et al., 2022), PolyCoder (Xu
et al., 2022), and CodeGen (Nijkamp et al., 2023), primarily
focused on Left-to-Right (L2R) pretraining, a.k.a. “Next To-
ken Prediction.” However, the Fill-in-the-Middle (FIM) ob-
jective, a.k.a. “Infilling,” has become increasingly popular,
with models like InCoder (Fried et al., 2023), StarCoder (Li
et al., 2023), SantaCoder (Allal et al., 2023), DeepSeek-
Coder (Guo et al., 2024), and CodeLLaMa (Rozière et al.,
2023) showing their effectiveness. Additionally, proprietary
models such as GPT-3.5 (Ouyang et al., 2022), GPT-4 (Ope-
nAI, 2023), and Gemini (Team et al., 2023), which use
undisclosed pretraining methods, also contribute to this do-
main. While GLM-like models (Du et al., 2022) or encoder-
decoder models, including CodeGeeX (Zheng et al., 2023),
PLBART (Ahmad et al., 2021), AlphaCode (Li et al., 2022),
CodeT5 (Wang et al., 2021; 2023a), and AST-T5 (Gong
et al., 2024) exist, they are outside of our paper’s scope.
Our paper evaluates a select group of these LMs using the
SAFIM benchmark. We develop insights into their perfor-
mance in code FIM tasks, explore the strengths and weak-
nesses of various pretraining paradigms, and challenge the
prevailing belief that a larger number of parameters auto-
matically leads to better performance.

Benchmarking Generative Code LLMs. Existing bench-
marks for code generation in LLMs have a gap in effectively
evaluating code generation capability for real-world devel-
opment. Widely-used benchmarks like HumanEval (Chen
et al., 2021) and MBPP (Austin et al., 2021) are limited
to single Python functions and also subject to data contam-
ination (Yang et al., 2023). Extensions like HumanEval-
X (Zheng et al., 2023), MultiPLe (Cassano et al., 2022),
and MBXP (Athiwaratkun et al., 2023) expand these bench-
marks to other programming languages. Competition-style

coding benchmarks like APPS (Hendrycks et al., 2021) and
CodeContests (Li et al., 2022), broaden the scope to file-
level code generation. However, they still do not reflect
typical development, which often involves iterative code-
base expansion and invoking external API libraries. On
the other hand, contextually richer benchmarks, such as
JuICe (Agashe et al., 2019), DS-1000 (Lai et al., 2022), AR-
CADE (Yin et al., 2022), NumpyEval (Zhang et al., 2023b),
and PandasEval (Jain et al., 2021) in data science, and
APIBench (Patil et al., 2023), RepoBench (Liu et al., 2023),
ODEX (Wang et al., 2023b), SWE-Bench (Jimenez et al.,
2023), GoogleCodeRepo (Shrivastava et al., 2023), RepoE-
val (Zhang et al., 2023a), and CoCoMIC-Data (Ding et al.,
2023) in software engineering, are often very small, heavily
reliant on imperfect match-based evaluation metrics, or lack-
ing in execution-based evaluation. Our SAFIM benchmark,
based on Fill-in-the-Middle (FIM) tasks, bridges this gap by
providing a comprehensive evaluation framework.

Fill-in-the-Middle in Training and Evaluating Code
LLMs. Fill-in-the-Middle (FIM) originates from masked
language modeling (MLM) for training encoder-only mod-
els (Devlin et al., 2019) and T5-style span corruption for
training encoder-decoder models (Raffel et al., 2020), with
span lengths usually limited to 1 to 5 tokens, with the goal
of targeting representation learning rather than generation.
For coding tasks, InCoder (Fried et al., 2023) shows the
effectiveness of FIM as a pretraining objective for decoder-
only models. Fried et al. (2023) further establishes the
HumanEval-Infilling benchmark, further explored by Bavar-
ian et al. (2022) in evaluating GPT-3/Codex variants, show-
ing that a pretraining mix with a 90% FIM ratio does not
harm Left-to-Right (L2R) generation performance. CodeL-
LaMa’s evaluations on HumanEval-Infilling support these
findings, underscoring the value of FIM in pretraining code-
focused LLMs (Rozière et al., 2023). However, this bench-
mark, limited to the 164 tiny Python snippets of HumanEval,
emphasize the need for a more robust benchmark. SAFIM
addresses this need by introducing a comprehensive, syntax-
aware FIM benchmark for more detailed evaluations.

3. Benchmark Construction
The SAFIM benchmark is designed to evaluate Large Lan-
guage Models (LLMs) on the Fill-in-the-Middle (FIM) of
various code structures. In this section, we describe the
collection of the corpora, the generation and filtering of
completion tasks, and the evaluation protocols.

3.1. Corpora Collection

The SAFIM benchmark is constructed using corpora from
two primary sources: Codeforces and GitHub. Codeforces,1

1https://codeforces.com/
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Calculate max path sum in grid, 
only right or down moves allowed

n, m = len(a), len(a[0])
f = np.zeros((n + 1, m + 1))
for i in range(1, n + 1):
  for j in range(1, m + 1):
    v = max(f[i-1,j], f[i,j-1])
    f[i, j] += v
print(f[n, m])

Calculate (a ^ b) mod m for 
large positive integers a, b, m

result = 1
while b > 0:
  if b % 2:
    result = (result * a) % m
  a = (a * a) % m
  b //= 2
print(result)

Define word embedding & learned 
positional embedding layers

d_model = args.model_dim
n_words = args.vocab_size
max_len = args.max_src_len
self.word_emb = nn.Embedding(
  n_words, d_model)
self.pos_emb = nn.Embedding(
  max_len, d_model)

Algorithmic Block Completion Control-Flow Completion API Function Call Completion

Figure 1. Three splits in the SAFIM benchmark illustrated with code examples. Each example includes a problem description and a code
snippet, with a contiguous code segment highlighted in yellow to indicate the part to be masked and completed by LLMs. Contexts in
these examples are shortened for clarity.

a competitive programming platform, offers a wealth of
coding problems, unit tests, and solutions. From Codeforces,
we scrape problems, unit tests, and their corresponding code
solutions. For GitHub, we gather git commits from the
GH Archive2. From both sources, we gather Python, Java,
C++, and C# code files created between April 1, 2022, and
January 1, 2023. This selection criteria ensures the inclusion
of recent code, avoiding overlap with major pretraining
datasets like The Stack (Kocetkov et al., 2022) (cutoff at
March 31, 2022) and the training data for GPT-3.5/GPT-4
(cutoff at September 2021), thus reducing the risk of data
contamination.

In processing Codeforces data, we reevaluate each code
solution by executing unit tests. We retain only those solu-
tions that consistently pass all unit tests within 50% of the
specified time limit, eliminating randomness and noise from
external factors. We also filter out excessively lengthy (over
twice the size of the shortest accepted solution) or near-
duplicate solutions (exceeding a CodeBLEU (Ren et al.,
2020) score threshold of 0.9 against previously added code),
resulting in a curated set of 490 coding questions and 8,590
unique code solutions.

For GitHub, we first establish a list of widely-used API
libraries for each programming language, detailed in Ap-
pendix A.1. We then extract code files that invoke APIs
from such repositories with more than 10 stars to prioritize
high-quality code. Files lacking natural language comments
or documentation are excluded to avoid unsolvable exam-
ples. After thorough filtering and deduplication, our final
GitHub corpus consists of 11,936 code files.

3.2. Generating and Filtering Completion Tasks

With our corpora ready, we parse each code file into an
Abstract Syntax Tree (AST). This enables the creation of

2https://www.gharchive.org/

structured FIM tasks across three splits: algorithmic block
completion, control-flow completion, and API function call
completion. The first two are based on the Codeforces
corpus, while the latter is based on the GitHub corpus as
external API function calls are usually absent in competi-
tive programming. In each split, we mask different code
segments and ask the models to reconstruct these segments
such that the original program functionality is maintained.

Algorithmic Block Completion. Here, we mask a code
block critical for solving the coding question, evaluating the
LLM’s capability in interpreting natural language descrip-
tions and designing algorithms. A “code block” refers to
a contiguous list of statements, identified by indentations
for Python or curly braces for C-family languages. We tar-
get the deepest block in the AST, often the innermost loop
layer containing key operations or formulae, like a dynamic
programming state transition equation (see Figure 1, Left).
To avoid masking non-critical blocks (e.g., logging or de-
bugging), we validate each block: if replacing a block with
no-op causes unit test failures, it is included; otherwise, it is
excluded. Such filtering ensures that only algorithmically
significant blocks are included in the benchmark.

Control-Flow Completion. This category focuses on
masking critical control expressions in the program, evalu-
ating the LLM’s understanding of code control flows. We
mask conditional expressions in statements such as for,
while, do-while, for-each, if, and else-if. For exam-
ple, in Figure 1 (Middle), we mask b % 2 in an if statement,
as it determines when the result variable will be updated;
we mask b > 0 of the outer layer if in a different exam-
ple. To ensure the relevance of each masked expression,
we only retain cases where substituting the expression with
false, true, or an empty iterable would affect the unit test
outcomes. Such filtering guarantees that only expressions
critical to the program’s control-flow are included in the

3
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benchmark.

API Function Call Completion. In this category, we
mask calls to functions and object constructors from popular
API libraries. This tests the LLM’s API knowledge and the
ability to integrate such knowledge with code context. Be-
cause this split is sourced from the inherently noisy GitHub
corpus, we curate the dataset and add necessary hints as
comments near each API call, ensuring each example is
solvable by humans based on the given context. For exam-
ple, in Figure 1 (Right), the LLM is expected to deduce
the correct arguments max len and d model for a positional
embedding layer defined by nn.Embedding.

The SAFIM benchmark has 17,720 examples across these
three categories, with detailed statistics provided in Ap-
pendix A.2.

3.3. Evaluation Protocols

We evaluate completions generated by LLMs using
execution-based testing and syntactical matching. The for-
mer applies to algorithmic block and control-flow comple-
tions, while the latter is used for API function call comple-
tion.

Execution-Based Evaluation is applied to examples with
unit tests, covering 98.25% of our benchmark. A completion
is considered correct if it passes all unit tests. We use the
ExecEval framework (Khan et al., 2023) as our execution
environment for this purpose.

Syntactical Match Evaluation is used where unit tests are
impractical, which happens in the API function call com-
pletion split. This arises due to the potential side effects or
dependencies on external environments inherent in external
API function calls, which is difficult to check using only
unit tests. In such instances, we use syntax matching to eval-
uate the model’s output, comparing it against the ground
truth. For instance, outputs like func(a, b=1, c=2) are
considered equivalent to func(a, c=2, b=1), focusing on
syntactical equivalence rather than exact matches.

Our large dataset size of 17,720 examples enables robust
evaluations without the need for multiple generations and
averaging, as seen in smaller datasets like HumanEval (164
programs). Therefore, we only generate one completion for
each LLM on each example and report the percentage of
first-attempt passes, i.e., Pass@1, as our evaluation metric.

4. Prompts and Post-Processing
We now describe our prompt designs and post-processing
techniques for the SAFIM benchmark. These aspects make
huge impact in model evaluations but are often overlooked.
We introduce our approach for creating prompts and our

unique AST-aware post-processing method, which refines
model outputs for more accurate and fair benchmarking.

4.1. Prompts

LLMs’ performance is heavily influenced by the design of
the prompts (White et al., 2023; Sclar et al., 2023). Using
only a limited range of prompt types can skew evaluation
results. For instance, Fried et al. (2023) use the Prefix-Suffix-
Middle (PSM) prompt for FIM-pretrained models and the
Instructed Prefix Feeding (IPF) prompt for others, leading
to direct comparisons across different prompt types. This
method, however, might yield suboptimal performance for
different types of LLMs, leading to inaccurate comparisons.
We further discuss this in Section 6. We address these
concerns by introducing a wider range of distinct prompts
in our evaluations, as detailed in Figure 2:

Left-to-Right (L2R). This baseline consists of only the
code’s prefix and omits the suffix. It provides a foundation
to assess the effectiveness of other prompt designs.

Prefix-Suffix-Middle (PSM). PSM uses a placeholder
(a.k.a “sentinel token”) to indicate the masked code segment,
with the model tasked to generate the segment following
the prompt. Effective use of this prompt type, however,
requires that the model be pretrained with a FIM objective
to recognize and appropriately respond to sentinel tokens.

Suffix-Prefix-Middle (SPM). SPM places the suffix at
the beginning and the completion segment immediately after
the prefix. This structure enables models, even those not
pretrained on FIM objectives like CodeGen, to perform the
completion task in a left-to-right manner. This adaptability
to non-FIM pretrained makes SPM suitable for a wider range
of models, although Rozière et al. (2023) reports SPM’s
inferior performance compared to PSM in the HumanEval-
Infilling benchmark.

Instructed Prefix Feeding (IPF). IPF replaces the
masked code with a placeholder, followed by an instruction,
and then repeats the prefix. It allows non-FIM pretrained
models to recognize and tackle completion tasks (Fried et al.,
2023). Our experiments indicate a tendency in some mod-
els to erroneously output the placeholder token as part of
their output. To address this, we introduce a logits masking
technique to inhibit the generation of placeholder tokens,
enhancing the effectiveness of IPF.

One-Shot (1S). Tailored for non-FIM chat models, 1S
uses a PSM-style prompt, supplemented with a simple input-
output example, which provides the model with context
about the task type and the expected input-output format.

4
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Calculate n-th fibonacci number

n = input()
a, b = 0, 1
for _ in range(n):
  a, b = b, a + b
print(a)

Calculate n-th fibonacci number

n = input()
a, b = 0, 1
for _ in range(n):
  ◁

Calculate n-th fibonacci number

n = input()
a, b = 0, 1
for _ in range(n):
  [MASK]
print(a)
[END] ◁

[MASK]
print(a)
[END]

Calculate n-th fibonacci number

n = input()
a, b = 0, 1
for _ in range(n):
  ◁

Calculate n-th fibonacci number

n = input()
a, b = 0, 1
for _ in range(n):
  [MASK]
print(a)
[END]
Complete the masked part:

n = input()
a, b = 0, 1
for _ in range(n):
  ◁

Calculate a + b
a, b = input()
[MASK]
print(c)
[END] c = a + b

Calculate n-th fibonacci number

n = input()
a, b = 0, 1
for _ in range(n):
  [MASK]
print(a)
[END] ◁

Original Code Left-to-Right (L2R) Prefix-Suffix-Middle (PSM)

Suffix-Prefix-Middle (SPM) Instructed Prefix Feeding (IPF) One-Shot (1S)

Figure 2. The original code is shown in the top-left, with the block a, b = b, a + b to be masked. The subsequent cells illustrate five
distinct prompt types. The “◁” symbol indicates the end of the prompt, where model generation begins. The tokens [MASK] and [END] are
model-specific, e.g., <SUF> and <MID> for CodeLLaMa, and <|mask:0|> and <|mask:1|> for InCoder.

4.2. Post-Processing

Post-processing is vital for automatic evaluation of LLMs in
code generation, yet its importance is often underestimated.
The raw output from LLMs is not immediately suitable
for evaluation due to potential inclusions of irrelevant nat-
ural language or extra code beyond the targeted structure.
SAFIM includes two stages of post-processing to address
these challenges:

Code Extraction for Chat Models. We use regex-based
heuristics to extract code from outputs of chat models like
GPT-4, which often mix natural language with code in the
Markdown-formatted outputs.

Truncation. An important challenge for models not fine-
tuned for instruction following is their inability to determine
the endpoint of their outputs. Often, such models generate
the correct response but continue to produce extraneous con-
tent. A notable example is CodeGen (Nijkamp et al., 2023),
which, due to its open-ended design, lacks the capability to
signal an end-of-sequence (<eos>), resulting in unbounded
output. Therefore, truncation is essential for the effective
evaluation of code generation tasks.

However, inconsistencies in truncation methods across dif-
ferent models have led to skewed comparisons in prior work.

For example, if the expected output is a Python expression
and the truncation method retains only the first line of gen-
erated code, it may erroneously dismiss correct expressions
that span multiple lines, as illustrated in Figure 1 (Right).

Syntax-Aware Truncation. In SAFIM, we introduce a
syntax-aware truncation algorithm, replacing the conven-
tional regex-based heuristics. This approach ensures the
precise extraction of targeted code structures, thereby al-
lowing for accurate and fair evaluations across different
models.

For the algorithmic block completion task, which requires a
code block as output, we use an iterative truncation process
on the model’s output. This involves sequentially removing
the last line of the output until two key conditions are met:
(a) the truncated output must fit into the AST as a “code
block” subtree; and (b), the AST of the remaining code—
excluding the completion segment—must align with the
AST of the original code, in terms of indentation level for
Python or curly brace level for C-family languages. Once
both conditions are satisfied, the truncated output is consid-
ered as the model’s finalized completion.

For control-flow and API function call completions, our
method incrementally adds characters to the output until
it satisfies similar syntax matching criteria: the completed

5
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Table 1. Summary of evaluated models, highlighting data cutoff
dates, open-source status (OS), and pretraining objectives. Dates in
red indicate overlap between the model’s pretraining data and the
SAFIM benchmark in date range (post-April 2022). Data cutoff
dates for InCoder and CodeLLaMa are estimated based on their
initial paper draft publication dates. The OS column denotes open-
source availability (

√
for yes, × for no), and the FIM column

indicates models pretrained with FIM objectives and support for
sentinel tokens in FIM inference. *For CodeLLaMa, only 7B/13B
versions support FIM inference, while the 34B version does not.

#Params Data Cutoff OS FIM

GPT-3.5 175B Sept 2021 × ×
GPT-4 - Sept 2021 × ×
CodeGen 350M/2B/6B/16B Oct 2021

√
×

InCoder 1.3B/6.7B ≤ Mar 2022
√ √

CodeLLaMa 7B/13B/34B Jul 2022
√ √∗

StarCoder 15.5B Mar 2022
√ √

DeepSeekCoder 1.3B/6.7B/33B Feb 2023
√ √

segment must form a valid “expression” node in the AST,
and the rest of the code aligns precisely with the original
code’s AST structure.

5. Experimental Setup
We evaluate GPT-3.5 (Brown et al., 2020; Ouyang et al.,
2022), GPT-4 (OpenAI, 2023), CodeGen (Nijkamp et al.,
2023), InCoder (Fried et al., 2023), CodeLLaMa (Rozière
et al., 2023), StarCoder (Li et al., 2023), and DeepSeek-
Coder (Guo et al., 2024) using SAFIM. As Table 1 shows,
these models vary in terms of parameters, data cutoff dates,
open-source availability, and pretraining objectives. Given
the multilingual (Python, Java, C++, and C#) nature of
SAFIM, our selection prioritizes models with multilin-
gual capabilities, and exclude Python-only variants like
CodeGen-Mono and StarCoder-Python. As we focus on
code sources after April 2022, SAFIM guarantees that, with
the exception of CodeLLaMa and DeepSeekCoder, all mod-
els are evaluated using clean, out-of-sample test cases.

For GPT-3.5 and GPT-4, we use the OpenAI API for gener-
ation. For the remaining models, generation is conducted
via the Huggingface transformers library, following es-
tablished practices in Fried et al. (2023), where we use top-p
random sampling with p = 0.95 and a temperature of 0.2.
Model details for reproducibility, including the model iden-
tifiers used on OpenAI API and the Huggingface model hub,
are provided in Appendix A.3.

6. Experimental Results
We now present the experimental results on our SAFIM
benchmark, focusing on the effects of prompt designs, the

Table 2. Pass@1 of each model on algorithmic block completion,
evaluated with various prompts and using syntax-aware truncation
for post-processing. GPT-3.5, CodeGen-16B, and CodeLLaMa-
34B cannot be evaluated with the Prefix-Suffix-Middle (PSM)
prompt due to lack of support for FIM sentinel tokens, as discussed
in Section 4.1. The most effective prompt type for each model is
highlighted in bold.

L2R PSM SPM IPF 1S

GPT-3.5 (175B) 23.2 - 30.1 28.6 31.2
CodeGen-16B 24.6 - 25.9 15.2 0.4
InCoder-6B 18.1 25.2 24.1 12.2 23.2
CodeLLaMa-13B 32.3 10.2 41.4 30.9 16.1
CodeLLaMa-34B 35.5 - 38.5 35.4 19.6
StarCoder (15.5B) 29.3 44.0 44.1 20.8 42.4
DeepSeekCoder-33B 41.6 60.8 57.4 33.8 59.9

efficacy of our syntax-aware truncation algorithm, and a
comparative analysis of various LLMs across tasks. Given
the inherent differences in model training environments and
configurations, direct comparisons across different model
families should be interpreted with caution. The primary
value of our work is in establishing the SAFIM benchmark
as a cornerstone for future experiments in this field.

6.1. Impact of Prompt Designs

Table 2 compares the effectiveness of different prompt de-
signs by evaluating each model across various prompts with
syntax-aware truncation in post-processing. This experi-
ment reveals that:

Prompt Selection is Crucial for Fair Evaluation in Code
FIM Tasks. A narrow selection of prompt types can lead
to skewed evaluation results, as different models respond
differently due to differences in their pretraining data and
methods. A potentially skewed evaluation by Fried et al.
(2023) highlights this by comparing FIM models using the
PSM prompt against non-FIM models with the IPF prompt.
Doing so suggests a misleading superiority of InCoder-6B
(25.2%) over CodeGen-16B (15.2%) in Pass@1 on SAFIM.
This comparison, however, overlooks that CodeGen-16B
achieves a higher Pass@1 of 25.9% with the SPM prompt, a
prompt not included in their evaluation setup. This example
shows the necessity for a comprehensive prompt range to
ensure fairness. Our work addresses this by reporting the
best-performing prompt for each model and includes an
extensive result table in Appendix A.4 for thorough compar-
ison.

FIM Pretraining Boosts Both FIM and L2R Perfor-
mance. Pretraining LLMs with a FIM objective enhances
their performance not only in FIM but also in left-to-right
(L2R) generation. The advantage in FIM evaluation is high-

6
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Table 3. Comparison of model performance with and without our
syntax-aware truncation algorithm in the post-processing phase.
This table presents two numbers for each model evaluated on
algorithmic block completion tasks: Pass@1 and CErr% (the
percentage of unexecutable programs due to compile or syntax
errors in the generated completions).

No Trunc. Syntax Trunc.

Pass@1 CErr% Pass@1 CErr%

GPT-3.5 (175B) 28.7 25.3 31.2 17.0
GPT-4 (> 220B) 41.7 25.4 42.1 22.9
CodeGen-16B 0.0 99.9 25.9 17.9
InCoder-6B 21.8 25.7 25.2 13.2
CodeLLaMa-13B 16.4 64.6 41.4 10.9
CodeLLaMa-34B 1.0 94.5 38.5 14.7
StarCoder (15.5B) 42.7 14.3 44.1 9.5
DeepSeekCoder-33B 59.7 8.0 60.8 4.0

lighted by the results of CodeLLaMa models: the larger
CodeLLaMa-34B, without FIM pretraining, is outperformed
by the smaller, FIM+L2R pre-trained CodeLLaMa-13B. A
more interesting observation emerges in the “L2R” column
of Table 2: FIM-pretrained models like StarCoder outper-
form purely L2R-pretrained models like CodeGen-16B in
L2R mode, despite similar sizes. This finding suggests that
FIM pretraining does not harm, and actually enhances, a
model’s L2R performance, possibly by fostering a better
understanding of code via contextually rich pretraining in-
puts. This supports similar improvements observed in FIM-
pretrained GPT-3/Codex models in prior studies (Bavarian
et al., 2022), and offer strong justification for the recent shift
from pure L2R pretraining to FIM pretraining among code
LLM developers (Li et al., 2023; Guo et al., 2024; Rozière
et al., 2023).

6.2. Impact of Our Syntax-Aware Truncation

We assess the impact of our syntax-aware truncation algo-
rithm through an ablation study, measuring model perfor-
mance on the algorithmic block completion task with and
without syntax-aware truncation. This analysis focuses on
two key numbers: Pass@1 and the percentage of unexe-
cutable programs due to compile or syntax errors in the
generated completions. We treat empty outputs after trun-
cation, typically indicative of a failure to identify any valid
executable, as compilation errors. The results are shown in
Table 3. These results show that:

Syntax-Aware Truncation Enhances FIM Output Qual-
ity. Table 3 shows that our syntax-aware truncation algo-
rithm not only enhances the Pass@1 rates but also signif-
icantly reduces compilation errors across various models.
This indicates a consistent improvement in the quality of

Table 4. Pass@1 of various models on the SAFIM benchmark,
showing their performance in algorithmic block completion
(Algo.), control-flow completion (Control), and API function call
completion (API). The table also reports the average performance,
indicating each model’s overall effectiveness on SAFIM.

Algo. Control API Avg

GPT-3.5 (175B) 31.2 37.5 53.9 40.9
GPT-4 (> 220B) 42.1 55.2 62.6 53.3
CodeGen-350M 16.3 26.1 26.5 22.9
CodeGen-2B 23.5 32.9 32.3 29.5
CodeGen-6B 23.6 34.8 27.7 28.7
CodeGen-16B 25.9 35.7 31.3 31.0
InCoder-1B 21.1 22.9 43.9 29.3
InCoder-6B 25.2 28.2 48.1 33.8
CodeLLaMa-7B 34.7 53.6 46.8 45.0
CodeLLaMa-13B 41.4 57.2 59.7 52.8
CodeLLaMa-34B 38.5 54.0 56.5 49.7
StarCoder (15.5B) 44.1 54.5 68.1 55.5
DeepSeekCoder-1.3B 41.2 54.1 62.6 52.6
DeepSeekCoder-6.7B 54.7 65.8 69.7 63.4
DeepSeekCoder-33B 60.8 71.1 75.2 69.0

FIM outputs, achieved without additional GPU overhead
during model inference. We believe syntax-aware truncation
holds promise for real-world code completion applications.

Syntax-Aware Truncation Enables Fair Comparison for
Non-FIM Models. As shown in Table 3, syntax-aware
truncation benefits non-FIM models much more than FIM
models. For example, CodeLLaMa-13B’s Pass@1 rate
jumps from 16.4% to 41.4% with truncation, changing
its comparative performance against InCoder-6B, whose
Pass@1 only increases marginally from 21.8% to 25.2%.
This discrepancy stems from their distinct training ap-
proaches. InCoder, exclusively trained on FIM, naturally
aligns with FIM-style prompts. In contrast, CodeLLaMa-
13B, with a primary focus on L2R in its mixed FIM+L2R
training, often produces unwanted extra code after com-
pletion. The extra code, while removable by syntax-aware
truncation, obscures CodeLLaMa-13B’s true effectiveness
when such truncation is not applied. By precisely elimi-
nating the extra code, syntax-aware truncation unveils the
true coding proficiency of non-FIM or hybrid models like
CodeLLaMa, ensuring fair comparisons with FIM-focused
models. Additionally, syntax-aware truncation allows open-
ended models to be evaluated in FIM tasks.

6.3. Comparative Performance Analysis of LLMs

After determining the most effective prompt for each model
and verifying the benefits of syntax-aware truncation, we
conduct comprehensive evaluations across the entire SAFIM
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Figure 3. Average performance of different models relative to their
sizes on the SAFIM benchmark. Each model is represented by a
dot, with the x-axis showing model size (number of parameters)
and the y-axis showing average performance across three task
categories. Dot colors signify pretraining paradigms: red for Left-
to-Right (L2R), blue for FIM, purple for a combination of L2R
and FIM, and orange for proprietary models with undisclosed
pretraining methods.

benchmark. Table 4 shows model performances in each task
category, and Figure 3 visualizes the average performance
of models against their model sizes. These results offers
insights into the capabilities and limitations of code LLMs:

Pretraining Method and Data Are More Important Than
Sheer Model Size. Smaller models with sophisticated pre-
training paradigms can match or even outperform larger
counterparts. For example, StarCoder, with 15.5B param-
eters, achieves an average Pass@1 of 55.5%, comparable
to GPT-4’s 53.3%, despite GPT-4’s vast size. This pattern
recurs in models like CodeLLaMa-13B and DeepSeekCoder-
1.3B. Notably, the comparison between StarCoder and GPT-
4 is not subject to data contamination, as discussed in Ta-
ble 1. This finding challenges the common belief that larger
models automatically yield superior performance, even with
basic pretraining methods (Brown et al., 2020). Our study
suggests that this may not hold true for coding tasks: within
the same model family, performance gains from increased
size are only modest, while models from different families
exhibit substantial performance variations. For example, the
weakest CodeLLaMa model surpasses the strongest Code-
Gen model by 14 points, a far more significant margin than
the 7.8-point spread within CodeLLaMa models.

Pretraining Method and Data Influence Task-Specific
Performance. We have discussed in Section 6.1 that FIM
pretraining enhances performance on both FIM evaluation
and L2R completion. Dissecting model performance across
SAFIM’s three splits sheds further light on this impact:

• For API function call completion, repository-level infor-
mation is key. StarCoder and DeepSeekCoder, which
excel in this task, both incorporate repository context
into their pretraining data. StarCoder enriches its training
input with GitHub issues and commit messages, while
DeepSeekCoder organize code files according to their
topological ordering based on API dependencies. These
techniques significantly enhance their ability to under-
stand API contexts.

• For control-flow completion, CodeLLaMa’s relatively
strong performance is attributed to its use of execution-
based feedback in its self-instruct training method. By
executing generated code and applying the results as re-
wards or penalties, CodeLLaMa learns to avoid generat-
ing unexecutable code or infinite loops, thereby gaining a
more refined understanding of control flows.

These findings highlight the pivotal role of the pretraining
paradigm in the performance of LLMs on coding tasks.

7. Conclusion and Future Work
We introduced the Syntax-Aware Fill-in-the-Middle
(SAFIM) benchmark, the first large-scale, multilingual Fill-
in-the-Middle (FIM) benchmark equipped with executable
unit tests for evaluating code-centric Large Language Mod-
els (LLMs). To mitigate data contamination, SAFIM adopts
a strict cutoff date for code sources. Moreover, SAFIM
uniquely categorizes tasks into three syntax-driven splits:
algorithmic block completion, control-flow expression com-
pletion, and API function call completion. These splits
provide a comprehensive assessment of LLMs’ coding ca-
pabilities across multiple dimensions. SAFIM’s suite of
prompts and its novel syntax-aware truncation algorithm
for post-processing enable fair comparisons among various
types of models, including those not explicitly pretrained
on FIM tasks.

The results of our large-scale evaluation highlight the sig-
nificant impact of pretraining paradigms on LLMs’ perfor-
mance, emphasizing the importance of training method and
data quality over sheer model size. We found that FIM
pretraining can enhance, rather than harm, Left-to-Right
(L2R) inference capabilities, supporting a shift towards FIM
as a primary pretraining objective for code LLMs. We ac-
knowledge a key limitation in our study: our conclusions
are drawn from comparisons across various model families
trained with different paradigms, rather than from controlled
experiments altering pretraining paradigms within the same
model. Yet, SAFIM establishes a foundational framework
for future research into pretraining paradigms and the devel-
opment of better LLMs for coding tasks.
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Broader Impact
In this paper, we introduce Syntax-Aware Fill-in-the-Middle
(SAFIM), a benchmark aimed at enhancing the capabilities
of Large Language Models (LLMs) in code generation tasks.
The advancement of LLMs in code generation raises con-
cerns about automated code production’s security, privacy,
and potential misuse. There is a risk that improved code
generation capabilities could be exploited for malicious pur-
poses, such as automating the creation of software vulnera-
bilities or facilitating the development of harmful software.
Our research emphasizes the importance of responsible AI
development and use, advocating for continuous monitoring,
ethical guidelines, and safeguards to mitigate these risks.
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A. Appendix
A.1. Details about the API Function Call Completion Task

We consider the following API libraries for each programming language when we construct the API function call completion
split of SAFIM:

• Python: NumPy, Pandas, Statsmodels, Sci-kit Learn, Matplotlib, NLTK, Gensim, XGBoost, PyTorch, Huggingface
Transformers

• Java: GSON, Caffeine, Apache Commons, Google HTTP Client, Joda-Time, JavaParser,

• C++: GMP, Boost, JSON, QT, Eigen, OpenGL, Tree-Sitter

• C#: Newtonsoft.Json, SignalR, RestSharp, LiteDB, BCrypt.Net

A.2. Statistics of the SAFIM Benchmark

Statistics of each split of the SAFIM benchmark is presented in Table 5.

Table 5. Statistics of each task category of the SAFIM benchmark, including number of examples, total uncompressed disk size of code
contexts, average length of code contexts in bytes, and average length of ground truth completions in bytes.

Source # Examples Disk Size Avg Code Len Avg Completion Len

Algorithmic Block Codeforces 8,781 29.3M 3346B 67B
Control-Flow Codeforces 8,629 29.5M 3415B 16B
API Function Call GitHub 310 713K 2302B 40B

Total - 17,720 59.6M 3363B 42B

A.3. Details of Model Implementations

Table 1 shows the implementations used for evaluating each LLM. For GPT-3.5 and GPT-4, we use the OpenAI API3 for
generation. For the remaining models, generation is conducted via the Huggingface transformers library4.

Table 6. The code enviroment for evaluating each LLM and the model identifier on its respective platform.

Codebase Model Identifier

GPT-3.5 OpenAI API gpt-3.5-turbo-0301
GPT-4 OpenAI API gpt-4-1106-preview
CodeGen-350M Huggingface Transformers Salesforce/codegen-350M-multi
CodeGen-2B Huggingface Transformers Salesforce/codegen-2B-multi
CodeGen-6B Huggingface Transformers Salesforce/codegen-6B-multi
CodeGen-16B Huggingface Transformers Salesforce/codegen-16B-multi
InCoder-1B Huggingface Transformers facebook/incoder-1B
InCoder-6B Huggingface Transformers facebook/incoder-6B
CodeLLaMa-7B Huggingface Transformers codellama/CodeLlama-7b-hf
CodeLLaMa-13B Huggingface Transformers codellama/CodeLlama-13b-hf
CodeLLaMa-34B Huggingface Transformers codellama/CodeLlama-34b-hf
StarCoder (15.5B) Huggingface Transformers bigcode/starcoderbase
DeepSeekCoder-1.3B Huggingface Transformers deepseek-ai/deepseek-coder-1.3b-base
DeepSeekCoder-6.7B Huggingface Transformers deepseek-ai/deepseek-coder-6.7b-base
DeepSeekCoder-33B Huggingface Transformers deepseek-ai/deepseek-coder-33b-base

3https://openai.com/blog/openai-api
4https://github.com/huggingface/transformers
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A.4. Results of All Models on All Prompts

Table 7, Table 8, and Table 9 show experimental results of all models using all types of prompts, where each table shows the
results on one task category of SAFIM.

Table 7. The performance of each model with each type of prompts on algorithmic block completion. Syntax-aware truncation is used for
post-processing. The most effective prompt type for each model is highlighted in bold.

L2R PSM SPM IPF 1S

GPT-3.5 (175B) 23.2 - 30.1 28.6 31.2
GPT-4 - - - - 42.1
CodeGen-350M 15.4 - 16.3 6.8 0.1
CodeGen-2B 22.5 - 23.5 13.9 0.0
CodeGen-6B 23.2 - 23.6 14.6 0.0
CodeGen-16B 24.6 - 25.9 15.2 0.4
InCoder-1B 14.1 21.1 19.2 9.0 17.6
InCoder-6B 18.1 25.2 24.1 12.2 23.2
CodeLLaMa-7B 30.7 8.8 34.7 24.4 7.5
CodeLLaMa-13B 32.3 10.2 41.4 30.9 16.1
CodeLLaMa-34B 35.5 - 38.5 35.4 19.6
StarCoder (15.5B) 29.3 44.0 44.1 20.8 42.4
DeepSeekCoder-1.3B 28.0 41.2 38.7 6.5 38.0
DeepSeekCoder-6.7B 36.2 54.7 51.3 27.1 52.9
DeepSeekCoder-33B 41.6 60.8 57.4 33.8 59.9

Table 8. The performance of each model with each type of prompts on control-flow completion. Syntax-aware truncation is used for
post-processing. The most effective prompt type for each model is highlighted in bold.

L2R PSM SPM IPF 1S

GPT-3.5 (175B) - - - - 37.5
GPT-4 - - - - 55.2
CodeGen-350M 25.0 - 26.1 17.6 -
CodeGen-2B 32.4 - 32.9 25.1 -
CodeGen-6B 33.1 - 34.8 25.9 -
CodeGen-16B 34.7 - 35.7 27.9 -
InCoder-1B 19.6 22.9 24.4 11.5 -
InCoder-6B 23.6 28.2 29.0 14.9 -
CodeLLaMa-7B 43.1 25.8 53.6 40.6 -
CodeLLaMa-13B 45.1 27.3 57.2 46.2 -
CodeLLaMa-34B 48.0 - 54.0 51.5 -
StarCoder (15.5B) 43.4 54.5 53.7 37.4 -
DeepSeekCoder-1.3B 42.6 54.1 52.5 35.1 -
DeepSeekCoder-6.7B 50.4 65.8 63.8 51.4 -
DeepSeekCoder-33B 55.7 71.1 69.8 58.6 -
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Table 9. The performance of each model with each type of prompts on API function call completion. Syntax-aware truncation is used for
post-processing. The most effective prompt type for each model is highlighted in bold.

L2R PSM SPM IPF 1S

GPT-3.5 (175B) - - - - 53.9
GPT-4 - - - - 62.6
CodeGen-350M 23.5 - 26.5 9.7 -
CodeGen-2B 30.3 - 32.3 10.3 -
CodeGen-6B 25.5 - 27.7 13.5 -
CodeGen-16B 31.3 - 31.3 16.8 -
InCoder-1B 38.4 43.9 43.9 13.5 -
InCoder-6B 41.0 48.1 47.1 16.5 -
CodeLLaMa-7B 48.7 37.1 46.8 21.6 -
CodeLLaMa-13B 50.3 39.0 59.7 39.0 -
CodeLLaMa-34B 50.6 - 47.7 56.5 -
StarCoder (15.5B) 50.6 68.1 65.2 44.5 -
DeepSeekCoder-1.3B 45.8 62.6 51.9 11.9 -
DeepSeekCoder-6.7B 52.3 69.7 60.0 52.3 -
DeepSeekCoder-33B 45.5 75.2 64.5 50.6 -
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