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Preface

We are delighted to introduce the proceedings of the second European Alliance for
Innovation (EAI) International Conference on Multimedia Technology and Enhanced
Learning (ICMTEL). This conference has brought together researchers, developers,
engineers, scientists, and practitioners from around the world. Participants shared their
knowledge in leveraging and developing multimedia technology with machine learn-
ing, especially enhanced learning. The theme of ICMTEL 2020 was “Deep learning
driven multimedia technology in academy, industry and society.”

The proceeding of ICMTEL 2020 consists of 83 full papers, all presented in
YouTube Live due to the impact of coronavirus. Aside from the high-quality academic
and technical paper presentations, the technical program also featured three keynote
speeches and five workshops. The three keynote speeches were presented by Prof. Lu
Liu, Head of School of Informatics from University of Leicester, UK; Dr. Shui-hua
Wang, Research Fellow at University of Loughborough, UK, and Prof. Shuai Liu,
Head of School of Artificial Intelligence from Hunan Normal University, China. The
five workshops organized were (i) International Workshop on Data fusion filter and
Machine Learning for Statistical Signal Processing (DFMLSSP 2020); (ii) International
Workshop on Intelligent Technology and Design for Special Education/Rehabilitation
(ITD 2020); (iii) International Workshop on Intelligent Technology and Design for
Special Education/Rehabilitation (ITD 2020); (iv) International Workshop on Weather
Radar and Antenna Design (WRAD 2020); and (iv) International Workshop on Digital
Image Processing, Analysis and Application Based on Machine Learning (DIPAA
2020).

Support from the steering chair Prof. Imrich Chlamtac was essential for the success
of the conference. We sincerely appreciate his constant support and guidance. It was
also a great pleasure to work with such an excellent Organizing Committee, and we are
grateful for their hard work in organizing and supporting the conference. In particular,
the Technical Program Committee (TPC), led by our TPC chair: Prof. Zhengchao
Dong, and TPC co-chairs: Prof. Vishnu Varthanan Govindaraj, Prof. Raymond F.
Muzic, Jr., Prof. Gautam Srivastava, Dr. Preetha Phillips, Prof. Amin Taheri-Garavand,
Prof. Vikrant Bhateja, Prof. Seifedine Kadry, Prof. Yuriy S. Shmaliy, Prof. Mohammad
R. Khosravi, Dr. Muhammad Attique Khan, Dr. Suresh Chandra Satapathy,
Dr. Deepak Ranjan Nayak, Dr. Mohammad Momeny, Prof. Juan Manuel Górriz,
Dr. Yeliz Karaca, Dr. Miguel Martínez García, and other co-chairs who contributed to
the peer-review process of technical papers. We are also grateful to our conference
manager, Lukas Skolek, for his support and all the authors who submitted their papers
to the ICMTEL 2020 conference and workshops.

We strongly believe that the ICMTEL 2020 conference provided a beneficial forum
for all researchers, developers, engineers, scientists, and practitioners to discuss



scientific and technological aspects that are relevant to multimedia technology,
machine learning, and artificial intelligence. We also expect that the future ICMTEL
conferences will be more successful than the contributions presented in this volume.

May 2020 Yu-Dong Zhang
Shuai Liu
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Identification of Tea Leaf Based on Histogram
Equalization, Gray-Level Co-Occurrence
Matrix and Support Vector Machine
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Abstract. To identify tea categories more automatically and efficiently, we
proposed an improved tea identification system based on Histogram Equaliza-
tion (HE), Gray-Level Co-Occurrence Matrix (GLCM) and Support Vector
Machine (SVM) algorithm. In our previous project, 25 images per class might
be not enough to classify, and a small size of dataset will cause overfitting.
Therefore, we collected 10 kinds of typical processed Chinese tea, photographed
300 images each category by Canon EOS 80D camera, and regarded them as a
first-hand dataset. The dataset was randomly divided into training set and testing
set, which both contain 1500 images. And we applied data augmentation
methods to augment the training set to a 9000-image training set. All the images
were resized to 256 * 256 pixels as the input of feature extraction process. We
enhanced the image features through Histogram Equalization (HE) and extracted
features from each image which were trained through Gray-Level Co-
Occurrence Matrix (GLCM). The results show that the average accuracy
reached 94.64%. The proposed method is effective for tea identification process.

Keywords: Tea leaves identification � Data augmentation � Histogram
Equalization (HE) � Gray-Level Co-Occurrence Matrix (GLCM) �
Cross-Validation (CV) � Support Vector Machine (SVM)

1 Introduction

Tea is a popular drink all over the world. There are a variety of functions and effects,
such as promoting the absorption of iron in the body, helping to regulate cholesterol
levels in the body, promoting metabolism, and even inhibiting the occurrence of cancer
[1]. The record of the United Nations Food and Agriculture Organization and Wang’ s
researches on Chinese tea culture illustrate [2] that in China alone people grow, ferment
and bake black tea, green tea, oolong tea, scented tea and other varieties of tea. The
production process of tea is extremely complicated. Different production processes,
time periods and fermentation levels will affect the properties of tea products. More-
over, there are many varieties of tea leaves, and even the tea products made with the
same leaf through different processes have different characteristics, colors and fra-
grances [3].
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Over the years, the computer processing and analysis of data more and more
accurate and efficient, related algorithms are also improving. In the field of machine
learning and artificial intelligence, image processing is one of the most studied topics,
such as medical image analysis, biological image classification, etc. These advances are
attributed to the formation of image analysis algorithm, the improvement of classifier
and the development of convolutional neural network. The work of tea classification
has been improved a lot, but they are based on different standards, original data types
and algorithms, and the results are quite different. Since the appearance of processed tea
leaves is quite different from that of fresh tea leaves, it can be further explored to use tea
products as the research object. If the algorithm and results of this project can be
applied to industrial production process or application development of mobile termi-
nals, then this project might have a very good prospect.

Previously, Wu, Chen (2009) [4] proposed a tea identification method using dis-
crete cosine transform (DCT) and least squares-support vector machine (LS-SVM)
based on multi-spectral digital image texture features. They used a multispectral digital
imager to take images of different bands of tea leaves and combine them into a new
image of one object. They trained the dataset with 80 filters and classified it with a
classifier. Although the accuracy of this method can reach a considerable 100% due to
the maturity of the filter and classifier design, it has the disadvantage that is requiring
the use of additional scanning imagers. It means that the acquisition of data sets will
cost too much.

Similarly, Zhang and HE (2014) [5] designed a system for identifying green tea
brands based on hyperspectral imaging techniques and the Gray-level Co-occurrence
Matrix (GLCM) and LS-SVM classifier. In this system, the dataset and the algorithm
are perfect, and the results are accurate. However, the collection of the data set still
needs to be finished by peripheral devices. Zhao, Chen (2006) [6] used near-infrared
spectroscopy to identify green tea, Oolong tea and black tea quickly. By collecting the
different spectral features of each tea in the near-infrared spectroscopy, they used these
features as input to the support vector machine (SVM) classifier. Their study was more
than 90% accurate.

All the above methods have achieved good recognition results, but they needed to
collect data with additional equipment, which leads to the acquisition of data sets that
require material and time. Therefore, we tried to use the image recognition technology
to identify the common tea product image. The advantage of this approach is that it is
simpler, more efficient and less costly without expensive equipment and cumbersome
processes. For example, Borah, Hines (2007) [7] proposed an algorithm for image
texture analysis based on wavelet transform. The technique directly processes the
feature information of a group of images and then analyzes it. Yang (2015) [8] created
a system to identify green teas, Oolong teas and black teas based on wavelet packet
entropy and fuzzy support vector machine. It was an efficient method and the accuracy
was over 97%. Tang (2018) [9] experimented that tested Convolutional neural network
provides us with an inspiration. In our previous study [10], we used the Gray-Level Co-
Occurrence Matrix (GLCM) model and k-nearest neighbors algorithm to extract fea-
tures from images which were taken by ourselves. Moreover, we got a good result that
showed the accuracy was over 86%. However, one of the disadvantages is that this
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project is not automatic enough because we just called in the classification function in
MATLAB software to test the initial performance of GLCM on this set of images.

In the previous study, since GLCM with fewer parameters and less operation can
effectively extract features from images, we continued to use this model in this study.
GLCM is a commonly used image processing technology, which can reflect the joint
distribution between two pixel points with different spatial position relations [11]. In
the feature extraction step, MATLAB was used to run GLCM algorithm to extract
feature dataset, and the input images were digitized to obtain the feature matrix. Each
of the characteristic values in these matrixes was a sorted input. After the training and
testing of the classifier and the verification of the multi-fold cross-validation process,
the accuracy of the test data set can be finally calculated. In this process, using GLCM
algorithm to extract features was a key step.

The aim of this study is to design a tea identification system based on traditional
computer vision methods using our own dataset and to test the classification perfor-
mance of a combination of Histogram Equalization (HE), Gray-Level Co-Occurrence
Matrix (GLCM) and Support Vector Machine (SVM).

In order to test the classification performance of our model, this study used the
pictures of ten kinds of tea, which were, respectively, Anji White tea, Chrysanthemum
Tea, Huangshanhoukui Green Tea, Jasmine Tea, Longjing Green Tea, Tawthron Black
Tea, Tieguanyin, Xiangxin Black Tea, Yixing black tea and Zhengshanxiaozhong
Black Tea, as the original data. For instance, there are three green teas which have
similar features, such as leaf shape and color. However, there is a slight whitening
change during the growth of white tea, and this feature still exists in the processed tea.

2 Methodology

2.1 Data Acquisition

In our previous study, the high-resolution tea pictures we photographed and collected
by ourselves stored enough useful information, such as leaf texture feature, pixel value.
Thus, we continued to use the similar set of pictures as the data set in this study. The
categories of these teas are, respectively, Anji White tea, Chrysanthemum Tea,
Huangshanhoukui Green Tea, Jasmine Tea, Longjing Green Tea, Tawthron Black Tea,
Tieguanyin, Xiangxin Black Tea, Yixing black tea and Zhengshanxiaozhong Black Tea
(10 categories tea). The tea leaves were photographed in two different shades of light,
with half in the sun light and the other half in a warm LED light of 8 W. It was obvious
to find that the tea images in these two environments were different, which are shown in
Fig. 1. To reduce the influence of the reflected light of the background, we placed all
the tea leaves on dark background. Finally, 300 high-quality images were selected for
each category of tea, and the images from different environments were selected
randomly.

The images we selected were approximately 4 MB in size and had a pixel value of
about 4000 * 4000. These images contain enough tea information, such as color, leaf
shape, texture, quantity, etc. Generally, image recognition only needs a small size to
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remain the program efficiency, so we resized these images to 256 * 256 pixels in batch
through MATLAB software.

2.2 Data Augmentation

In our last experiment, Although the program can be run in the previous experiment,
the average accuracy is about 65% [10]. The insufficiently sized dataset may be a main
reason for the low accuracy. Besides, overfitting might be caused by a small number of
samples [12]. The raw data sets are divided into two parts randomly, which are used as
training sets and test sets respectively. 1500 samples are in the training set, and rest of
them are tested as the testing set. We used data augmentation technology to rotate,
mirror, crop and other operations on the acquired images [13].

Since our data set was small before, we applied this technique to increase the
training data set and make the data set diverse. Since the larger dataset can be show a
better performance of classification, we augmented the training set from 1500 images to
9000 images. Some samples are shown in Fig. 2: (i) is the raw image, (ii) is mirrored,
(iii) is added zero-mean, Gaussian white noise with variance of 0.01, (iv) is enhanced
contrast in a new range of intensity which is from 0.1 to 0.9, and (v), (vi) and (vii) are
rotated 5�, 10�, 15� clockwise, respectively. These images were stored uniformly in a
folder.

(a) Anji white tea in the warm LED light. (b) Anji white tea in the sun light.

Fig. 1. The positions of Anji white tea

Fig. 2. Proposed samples of Anji White Tea
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2.3 Feature Extraction

To reduce the influence of different intensities of light and unify the overall grayscale
of the images, we introduced the method of HE. It can enhance the local contrast
without affecting the overall contrast to present details of images. The process of HE is
as following: (1) The frequency of occurrence of each gray level of the histogram is
counted and normalized to [0,1]. The probability of a pixel with a grayscale of i is

px ið Þ ¼ ni
n ; i 2 0; 1. . .; L� 1 ; ð1Þ

where n represents the number of times a certain grayscale occurs, L represents
gray level.

(2) Accumulate normalization histogram:

cdfx ið Þ ¼ Pi

j¼0
px jð Þ: ð2Þ

To summarize, the gray value is:

h vð Þ ¼ round cdf vð Þ� cdfmin
M�Nð Þ�cdfmin

� L� 1ð Þ
� �

; ð3Þ

where round() represents the returning the integral value that is nearest to the
argument. M and N represent the number of pixels in length and width of the image.

GLCM represents the correlation between different gray pixels in the image.
Texture feature extraction [14] is divided into four parts: extraction of gray image, gray
level quantization, calculation of eigenvalue, and generation of texture feature maps
[14]. Compared with wavelet transform, GLCM can better describe spatial relations.
By extracting the original three-channel image and then processing the gray level, we
can obtain the required gray level image. This was useful for determining the grayscale
value of each pixel in the image [15].

Suppose that f(x, y) presents a two-dimensional image, the size of which is M � N.
Then, relative frequencies in this image P(i, j) will satisfy the following condition:

P i; jð Þ ¼ # x1; y1ð Þ; x2; y2ð Þ 2 M � Njf ðx1; y1Þf ¼ i; f x2; y2ð Þ ¼ jg; ð4Þ

where #(x) presents the number of elements in the set.
The adjacent relations between the gray values of different pixels, the features, can

be extracted, and then stored in one matrix [16–19]. The gray-level co-occurrence
matrix can be obtained through this step. Through this process, we can represent larger
color or gray images by images with smaller pixel features. If the gray value of pixels
in the image are similar, the features in the matrix will be concentrated on the main
diagonal. As shown in Fig. 3, a window which is set as 1 � 2 moves from the first two
blocks to the end in horizontal direction, and the value of the step distance is 1.
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Many statistics can be used to describe texture features in GLCM, among which the
more typical ones are contrast, correlation, energy and homogeneity. Contrast directly
describes the brightness difference between pixels in an image. Mathematically,

CON ¼
Xk

i

Xk

j
ji� jj2 � Gði; jÞ; ð5Þ

where G i; jð Þ represents the relative frequencies, k represents the maximum number
of pixels.

Correlation indicates the similarity of features in horizontal and vertical directions.
It can be calculated as,

COR ¼
Xk

i¼1

Xk

j¼1

i � jð Þ � G i; jð Þ � UiUj

SiSj
:ðSiSj 6¼ 0Þ; ð6Þ

where

Ui ¼
Xk

i�1

Xk

j¼1
i � G i; jð Þ; ð7Þ

Uj ¼
Xk

i¼1

Xk

j¼1
j � G i; jð Þ; ð8Þ

S2i ¼
Xk

i¼1

Xk

j¼1
G i; jð Þ i� Uið Þ2; ð9Þ

S2j ¼
Xk

i¼1

Xk

j¼1
G i; jð Þ j� Uj

� �2
: ð10Þ

The ASM (Angular second moment) energy reflects the stability of the grayscale
change of the image texture. The higher the energy value is the more uniform the
texture will be. Homogeneity describes the local stability of the image. Mathematically,

ASM ¼
Xk

i

Xk

j
G i; jð Þð Þ2 ð11Þ

HOM ¼
Xk

i

Xk

j

G i; jð Þ
1þ ji� jj ð12Þ

Fig. 3. A sample of GLCM
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In this project, we scanned the images in 0�, 45�, 90�, 135� respectively, so the
feature map is a 4-channel matrix. It represents the preprocessed 256 * 256-pixels
image as an 8 * 8 * 4-pixels image, and it is also an 8 * 8 * 4-matrix. Each number in
the matrix represents the overall features and local features of the image. The four
features mentioned above were also utilized. Different images of one same tea have
similar texture characteristics, color and structure. Therefore, the feature matrix will
have similar overall structure and specific feature values. In the future, we shall test
other feature extraction methods, such as convolutional neural network [20–24].

2.4 Classification

Support vector machine (SVM) [25] is a popular learning model and classifier recently.
The standard support vector machine mainly solves the binary classification problem,
but after the algorithm improvement, the multi-classification problem can also be
solved by it. We do not use deep learning methods [26–31] or transfer learning
methods [32–35] since our dataset is small.

The algorithm and steps of standard SVM can be used to construct multiple clas-
sification boundaries, so as to realize one-against-all multi-classification [36]. Although
support vector machine cannot solve outliers and noise, the classic SVM is worth using
because it can show a good performance in the small sample classifying experiments.
In Wu, Chen (2009) [4]’s study, Least Squares-Support Vector Machine was applied
well. In Yang (2015) [8]’s research, they used fuzzy support vector machines and got
good results.

We suppose that there are a set of inputs called X ¼ X1;X2; . . .;XNf g and a goal
called Y ¼ y1; y2; . . .; yNf g. Each item of data contains the feature space Xi ¼
x1; x2; . . .; xNf g and the binary goal y ¼ �1; 1f g. We suppose to regard the input

feature space as a hyperplane of the decision boundary, and the goal set can be divided
into positive and negative categories. The hyperplane can be represented as

xTXþ b ¼ 0: ð13Þ

The point to the plane distance D can be represented as

D ¼ yi x
TXi þ b

� �
; ð14Þ

where x represents normal vector and b represents intercept to the hyperplane.
In fact, the decision boundaries used to separate the samples were created. As

shown in Fig. 4, the positive class (Class B) corresponding to the boundary yi ¼ þ 1 is
xTXi þ b� þ 1. The negative class (Class A) corresponding to the boundary yi ¼ �1
is xTXi þ b� � 1. We can deduce this method into multiple classification problems.
Two interval boundaries are calculated for every two samples in the M groups of input
samples, so that we can get [M * (M – 1)]/2 boundaries totally. SVM has a good
performance in both binary and multi-classification problems.
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The original Support vector machine (SVM) is designed for the binary classifica-
tion projects. However, in our study we have 10 classes. One solution to multi-
classification is to regards one class as the positive set and the rest of the classes are
negative set and every class should be looped to train the model, which is one-versus-
rest (OVR).

3 Experiments and Results

This system was developed via the Grayscale Processing Toolbox in MATLAB
R2018b. The programs were run on the HP laptop with 2.30 GHz i5–8300H CPU,
8 GB RAM, and Windows 10 operating system.

3.1 Data Acquisition

A set of raw images have been photographed by us via a digital camera with a 35-mm
lens, which have 300 images in each class\category. Some samples are shown in Fig. 5.
We randomly divided each category of images into two equal groups as testing set and
training set, respectively.

3.2 Data Augmentation

Firstly, we used MATLAB to resize the images because it was not necessary to scan a
large image that is at 4000 * 4000-pixels. All images were processed into 256 * 256-
pixels square images. The purpose of this preprocessing operation is to compress the
image while retaining the information of the image itself to improve the efficiency.

Fig. 4. SVM model

Fig. 5. Some samples of tea leaf images
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We rotated the training images clockwise by following angles: 5º, 10º, 15º, mirrored
each class of images separately, changed the contrast, added gaussian noise which are
shown in Fig. 2. In order to utilize this dataset in our future work, we reserved this
dataset and named it CTset, which shows in Table 1.

3.3 Histogram Equalization

Before extracting features, we first grayscaled the image. But the overall contrast of the
image will be affected by many factors, such as lighting angle, light intensity, etc., so
that the feature details in the grayscale image will not be clearly displayed. Therefore,
HE was utilized to preprocess the grayscaled images. The output images contain 64-
bins default. A sample of difference between one raw image and a processed image and
their histograms are as showing in Fig. 6. (a) is an original grayscaled image. (b) is an
image after histogram equalization. (c) and (d) are the histograms of (a) and
(b) respectively.

3.4 Feature Extraction

There is a grayscale processing toolbox which already contains the developed program
command GLCM = graycomatrix (I) in MATLAB software, which can directly input

Table 1. Statistic of CTset

Training set 9000
Testing set 1500
Total number 10500

Fig. 6. A sample of histogram equalization
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and scan the input image. Based on our previous experimental results, we set the size of
the output to 8 * 8 * 4. Regarding the obtained GLCM, most eigenvalues are dis-
tributed along the main diagonal of the matrix. One of the grayscale matrices in one
channel is shown in Table 2.

Then, we combined all the training set matrixes and testing set matrixes of into one
training matrix and one testing set respectively, the size of which are 9000 * 256 and
1500 * 256. They contain gray-level co-occurrence matrix features of the raw grays-
caled matrix in which each row represents one image. We named them as A_TR and
A_TE. We also extracted the contrast, correlation, energy values, and homogeneity of
the matrix from the stats = graycoprops(A) command and stored them in 9000 * 16
and 1500 * 16 matrixes named B_TR and B_TE.

We artificially labeled each category of tea leaf from 1 to 10. The label matrix is
called matrix C_TR and C_TE. The matrix A_TR and C_TR needed to be combined
into an augmented matrix D_TR. And we combined B_TR and C_TR into E_TR to test
the GLCM feature maps (same operation needs to apply in the testing set, D_TE and
E_TE). The size of the D_TR and E_TR are 9000 * 257 and 9000 * 17. Through the
above operations, we have used a matrix to represent all the data, where each element
was the characteristic parameter of each image and each row represented the overall
feature of each image.

3.5 Classification

In order to reflect the advantages of the Histogram Equalization, we compared the
classification results of our HE+GLCM+SVM model and GLCM+SVM model, which

Table 2. An 8 * 8 example of Anji white tea’s GLCM in one channel

8591 2996 256 9 0 0 0 0
3027 11094 323 382 8 0 0 0
232 3550 7393 1968 1960 117 0 0
9 340 1973 2947 2953 465 3 0
4 341 1956 1490 2952 346 57 28
0 0 34 739 1028 597 208 5
0 0 25 12 194 130 98 40
0 0 0 7 5 8 18 11

Table 3. The classification accuracy with and without HE

Model Average accuracy

GLCM+SVM 93.07%
HE+GLCM+SVM 94.64%

(Bold means the best.)
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shows in Table 3. We ran the experiments for 10 times and obtained an average
accuracy to avoid contingency. Table 3 shows that the proposed models achieves good
results. The Histogram Equalization method benefits to our classification problem by
increasing the average accuracy (about 1.57%).

We proposed to test the four main GLCM features separately to discover the most
motivating feature for this problem, which are contrast, correlation, energy and
homogeneity. The results are shown in Table 4. The contrast achieves the highest
average classification accuracy in this study.

We compared the results of this study with our previous experiments which is
based on GLCM and K-Nearest Neighbor (KNN) [10], Naive Bayes Classifier [37],
Decision Tree [38], and Random Forest [39]. The results on the testing set are listed in
Table 5, each of which are tested in 10 times.

To summarize, the proposed HE+GLCM+SVM model demonstrates the best per-
formance of classification, and the average accuracy reaches 94.64%. This model
focuses more on the texture features through GLCM method and benefits from HE
method by enhancing the feature details.

4 Conclusion

The aim of this project is to develop an automatic tea identification/classification
system with a high accuracy. Compared with our previous work and some classic
classifies, we have augmented the dataset and improved the model. It is conceivable
that larger data sets can be tested to obtain better results and avoid overfitting. The

Table 4. The comparison of GLCM features (Bold means the best.)

Classifier Average accuracy

Contrast 73.61%
Correlation 65.93%
Energy 69.08%
Homogeneity 65.47%

Table 5. The classification accuracy of common classifiers

Classifier Average accuracy

KNN 94.38%
NBS 83.58%
DT 92.62%
RF 92.81%
HE+GLCM+SVM (Ours) 94.64%

(Bold means the best.)
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system was created based on Histogram Equalization (HE), Gray-Level Co-Occurrence
Matrix (GLCM) and support vector machine (SVM) to cope with the ten-class prob-
lem. The results showed that this model can successfully identify and classify different
tea varieties, and the average accuracy reaches 94.64%.

In the future, we will collect more kinds of tea images or build a larger dataset, test
other classifiers, and design a model based on Convolutional neural network
(CNN) and other machine learning methods. Besides, our system has been proved to be
successful only on our dataset, and it is not certain whether it is suitable for the
common classification dataset. We shall collect more samples and classes of tea images
and build a higher performance system.
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Abstract. The automobile industry is one of the most promising industries in
China. The increase of the number of vehicles is accompanied by the increase of
traffic accidents. Therefore, the application of composite pipe materials has a
broad prospect and become the basis of the automobile industry. In this paper,
the durability of the composite material is tested, and it is used in the manu-
facture of stainless steel pipe fittings of automobile, which can produce low-
cost, high-performance and ideal automobile parts. The application of the
composite material in automobile field can effectively improve the production
efficiency and use efficiency.

Keywords: Automobile industry � Composite pipe fitting materials �
Durability � Research

1 Introduction

It has been proved that the car was invented in 1976, although it is quite controversial.
Since 1885, the invention of diesel engine, through the unremitting efforts of engineers
and designers, can be said that the automobile industry has become the largest auto-
mobile industry in the world. The most complex industry.. the sustainable development
of the industry needs to consider the factors of price, performance, safety, market
demand, etc. from the distribution diagram of automobiles, it can be seen that the
automobiles owned by every 1000 people are not only the needs of human production
and life at present, but also the demand for automobiles in the future will increase
greatly. With the rapid decline of automobile price and the increase of per capita
income, the development of automobile industry is faster and faster. In these areas, the
ecological environment is relatively different in China’s national economic level and
per capita income level. People’s consumption of automobiles has gradually shifted
from developed areas such as Beijing, Shanghai and Guangzhou to sub developed areas
[1]. At present, there are fewer car owners in many coastal areas than in Beijing, but the
per capita income of these areas does not affect the future development of the auto-
mobile industry. The population of these areas is far higher than that of Beijing, nearly
300 million, which is equivalent to that of developed areas.

Nowadays, the automobile industry is getting better and better, and people’s
consumption concept is also changing. China’s automobile market has entered the new
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normal of “micro growth”, and it is in urgent need of macro-control economy. The
saturation of the primary and secondary markets and the change of consumer mentality
have led to the golden age of double-digit growth in automobile sales. The most
important thing is that the existing automotive energy absorption pipe is metal energy
absorption box. Ordinary metal materials are usually very heavy, mainly rely on plastic
deformation metal materials to manufacture and absorb energy, but their energy
absorption rate is low, which can not meet the development trend of lightweight and
safety of automobile. We must spend the most time to apply the capable materials to
lay the foundation for the production of automobiles. Therefore, the price of composite
pipe fitting materials is getting higher and higher, which has attracted attention in this
field.

2 Research on Durability Test for Composite Pipe Fitting
Materials of Automobile

The definition of composite pipe fittings is to establish an isotropic material model
through the constitutive model of metal materials (elastoplastic material) and its failure
theory. The composite pipe is developed and produced by few manufacturers, and it is
widely used abroad [2]. The technical parameters of the composite pipe material are
shown in Table 1.

The durability of the composite pipe material is reflected in the following points:

(1) Excellent corrosion resistance and long service life
The pipe fitting material has good corrosion resistance of many chemical fluids
such as acid, alkali and salt. It can transport drinking water, rainwater, sewage and
many chemical fluids. The designed service life is 50 years.

Table 1. Technical parameters of the composite pipe material

Parameter Fitting

Torus bending strength � 180
Circular bending modulus of elasticity � 13
Axial bending strength � 180
Axial bending modulus of elasticity � 10
Cyclic tensile strength � 130
Elastic modulus of cyclic tensile � 13
Axial tensile strength � 130
Axial tensile elastic modulus � 13
Fracture ELongation � 0.25
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(2) Excellent characteristics
The composite pipe material has a smooth inner wall and a roughness coefficient of
0.0084. Automotive materials often suffer from the localized corrosion and become
rougher, while composite pipe materials always maintain a smooth surface [3].

(3) Health and safety, no pollution
The composite pipe material used in the car is made of food grade materials and is
hygienic and safe. The inner surface of the composite pipe fitting material is
smooth, no scaling and no corrosion, and no secondary pollution to the water
quality [4]. Metal or PCCP pipes will produce rust water over time, polluting water
quality.

(4) Good heat and frost resistance
The temperature of the composite pipe material is generally between −40 °C and
70 °C; the composite pipe material made of special resin can be used up to 120 °C;
the composite pipe material has a small thermal expansion coefficient, and the
thermal expansion coefficient of PE pipe is about 8 times of the composite pipe
fitting materials [5, 6].

(5) Good electrical and thermal insulation
The composite pipe material is non-conductor, the pipe has good insulation and the
heat transfer coefficient is small, so the heat preservation of the pipe is good with
few heat loss [7, 8].

Different types of composite pipe materials have different properties and indicators,
as shown in Table 2.

At the same time, the composite pipe material and the metal pipe material are also
very different in performance, as shown in Table 3.

Table 2. List of indicators and specifications

Pipediameter (mm) Wall thickness (mm) Weight (kg/m)

68 9 11.75
70 10.5 13.48
73 9 12.12
76 7 13.25

Table 3. Performance comparison between composite pipe fittings and metal pipe fittings

Comparison program Metal pipe fitting material Composite pipe fitting material

Designability Isotropy Anisotropy
Intensity Low High
Corrosivity Poor corrosion resistance No sign of corrosion
Flexible life 300–500 >10000
Wall signal line Unachievable Achievable
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The composite pipe fittings with different lengths have different bearing capacities.
The shorter composite pipes are reduced in thickness while increasing the thickness at
both ends, which not only facilitates the connection with other composite pipes, but
also satisfies the requirements of bearing, has certain operability and saves the cost of
fittings.

It is assumed that the bearing capacity of the composite pipe fittings is P, the elastic
modulus is E, the longitudinal moment of inertia is u, the length is L, and the thickness
is D. Then:

P =
2E

1� u
D
L

� �
ð1Þ

When the thickness of the composite pipe is constant, the effect of the length on the
bearing capacity is shown in Fig. 1.

It can be seen from the figure that as the length of the composite pipe is increased,
the bearing capacity is gradually reduced and slowly decayed.

When the length of the composite pipe is constant, the effect of thickness on the
bearing capacity is shown in Fig. 2.

It can be seen from the figure that as the thickness of the composite pipe is increased,
the bearing capacity is gradually increased to become a slowly rising state [9, 10].

Therefore, the method of reducing the length of the pipe and increasing the
thickness at the joint can ensure the bearing capacity and is also convenient to use.
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Fig. 1. Effect of the length on the bearing capacity of composite pipe fitting
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The composite pipe material is characterized by light weight, smooth inner wall,
low resistance and good corrosion resistance [11, 12]. The composite pipe adopts the
international advanced composite material [13, 14]. The composite pipe has better
thermal insulation performance, the inner and outer walls are not easy to corrode, the
inner wall is smooth, and the resistance to the fluid is small; and because it can be bent
at will, the installation and construction are convenient [15]. As an auto parts, com-
posite pipe fittings have sufficient strength. This unique process has high production
efficiency, easy process control and high composite quality.

3 Test Analysis

Computer simulation technology is widely used in various aspects of national defense,
industry and other human production and life. The ultrasonic detection based on
computer simulation technology is a commonly used technique for pipe fitting detec-
tion. It is the nature of the acoustics transmitted by ultrasonic waves, and the properties
or characteristics of the pipe itself are tested to judge the durability of the pipe. The
system chart of the ultrasonic detector is shown in Fig. 3 (Fig. 4).
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Ultrasonic testing program:

Begin //Set baud rate

pinMode(ting,OUTPUT); //Connect the pins of SR04

pinMode(echo,INPUT); //Set input status

Serial.println("ultrasonic sensor");

digitalWrite(ting,LOW); //Generate a 10US high pulse to trigger Trigpin

delayMicroseconds(2); 

delayMicroseconds(10); 

digitalWrite(ting,LOW); 

const int ting=2; //Set SR04 to connect to Arduino

const int echo=3; //Set SR04 to connect to Arduino

float distance; //Define a floating point variable

void setup()

sbit Tr = P2^0; //Ultrasonic trigger

sbit Ec = P2^1; //Ultrasonic output

sbit key = P2^4; //click the button

sbit encC = P2^5; //38 decoder

sbit encB = P2^6;

sbit encA = P2^7;         //P0 port digital tube

//Defining variables

float L = 0; //Distance length mm

unsigned char code LED[] = {0x3F, 0x06, 0x5B, 0x4F, 0x66, 0x6D, 0x7D, 0x07, 

0x7F, 0x6F};//Function declaration

Serial.print(distance); 

Serial.print("cm"); 
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serial.println(); 

while(!Ec); //Wait high level

TR0 = 1; //Open timer

while(Ec); //Wait low level

TR0 = 0; //Turn off the timer

void ultInit(); //Ultrasonic initialization

void ultStart(); //Ultrasonic trigger

void count(); //Calculate the distance

void show(); //Display distance on the screen

void delay(); //Delay function

P0 = LED[(int)L%10];

encC = 0; encB = 1; encA = 1;

P0 = LED[(int)L/10%10];

encC = 0; encB = 1; encA = 0;

P0 = LED[(int)L/100%10];

encC = 0; encB = 0; encA = 1;

P0 = LED[(int)L/1000%10];

encC = 0; encB = 0; encA = 0;

Serial.print(distance); 

Serial.print("cm"); 

serial.println(); 

distance=outcomeH; //The upper 8 bits of the measurement result
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It’s assumed that the composite pipe length is L, R is the mid-surface radius, and U
is the pressure resistance.

e1 ¼ X
L
� Y

L
ð2Þ

e2 ¼ r
L

ð3Þ

U ¼
Z Z Z

e1þ e2þ 2te1e2þ 1� t
2

r

� �
dt ð4Þ

The test was carried out by the above formula, and the result is shown in Fig. 5.
It can be seen from the figure that in the same time, the compressive capacity of the

composite pipe material used by the automobile is much higher than that of the con-
ventional material, and the higher the pressure resistance, the higher the durability.

The pipe produced under the condition of energy saving, non-toxic and non-
polluting equipment is a new environmentally friendly product. There are no special
requirements for water, electricity, gas and raw materials used in production, which is
easy to solve in China. In the production process, no water is needed, which reduces the
consumption and pollution of water; the product has the characteristics of good
durability, corrosion resistance, convenient connection and firmness, which prolongs

distance<<=8; //The upper 8 bits put in the 16-bit 

distance=distance|outcomeL;      //Combine with the lower 8 bits to become 

16-bit result data

distance*=12; //Because the timer defaults to 12 division

distance/=58;

Serial.print(distance); 

Serial.print("cm"); 

serial.println(); 

void exter()

interrupt 0          // External interrupt is 0

outcomeH =TH0;    //Take the value of the timer out

outcomeL =TL0; //Take the value of the timer out

End
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the service life of the structure and broadens the adaptability of structure to the envi-
ronment, thus saving material consumption, manpower and material resources,
reducing resource consumption. After the waste is crushed and processed, it can be
recycled as raw materials without polluting or burdening the environment. Therefore,
in this project, the (3R principle) eco-industrial characteristics such as “reduce” of
resources, “reuse” of waste and “recycle” of pollutant discharge are fully reflected in
this project. In the production process, no waste water (no water in the production
process) and waste, a large amount of water is needed in the process of producing
ordinary pipes, and clean production and environmentally friendly production are
realized.

Compared with metal pipe fittings, composite pipe fittings have great advantages in
terms of corrosion resistance and bending degree. Therefore, we should wait for the
application of composite pipe fittings in the automotive industry. There are still many
problems in the research of composite pipe fitting materials in the automotive industry.
Although progress has been made, the latter research and testing will be strengthened.
It is recommended that manufacturers can learn from foreign research results and
technical means of composite pipe fitting materials, learn from each other’s strengths,
and promote the rapid development of China’s automobile industry.

4 Conclusions

In order to reduce the occurrence of accidents, the conclusion of this study is: on the
one hand, the government must establish strict automobile safety performance stan-
dards; on the other hand, automobile manufacturers should take measures to pay
attention to the quality of products, especially in terms of crashworthiness and dura-
bility, composite pipe materials can improve the durability of automobiles, while
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reducing the weight of automobiles. In general, China’s automobile industry still has a
lot of room for development, and composite pipe will play a great role in the specific
application field of the automobile industry in the future.

Fund Project. Project of Higher Education 2017002 of Guangdong Province.
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Abstract. In order to improve the database management and scheduling ability
of smartphone terminal, it is necessary to optimize the information extraction of
smartphone terminal database in lock screen mode. through the dynamic mining
of smartphone terminal database data, the optimal processing of smart phone
terminal database data information is realized, and this paper proposes an
algorithm to extract the resource information of the smartphone terminal data-
base under the lock screen mode based on the Internet. Using distributed
wireless sensor to form the Internet model of smart phone database collection,
and the optimal deployment design of data acquisition Internet of things node is
carried out. The spectrum analysis method is used to detect the abnormal
resource information of smart phone terminal database in lock screen mode, and
the detection results are fuzzy clustering to realize the extraction of smart phone
terminal database resource information in locked screen mode under the envi-
ronment of Internet of things. The simulation results show that the algorithm has
high accuracy, good recall, strong anti-interference ability and good adaptive
ability to collect the resource information of smart phone terminal database in
lock screen mode.

Keywords: Lock screen mode � Smartphone � Terminal database � Resource
information � Extraction

1 Introduction

The smart phone terminal database resource information collection system in the lock
screen mode continuously provides the security information service for the smart phone
transmission, including automatic crash alarm, road aid, remote unlock service, hands-
free telephone, and road navigation, etc. [1, 2].

In the design of smart phone terminal database resource information collection
algorithm and system design in the locked screen mode, The key is to establish the
communication network system of relevant workshop. Based on the Internet of Things,
the smart phone terminal database information networking between vehicles and roads
is constructed [3]. At present, in the locked screen mode, the resource information
acquisition method of smartphone terminal database is mainly used for domain feature
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analysis method, etc. In addition, the feature sampling of smartphone terminal database
resource information in the locked screen mode is carried out. In reference [4], a
resource information extraction method for smart phone terminal database in QoS
constrained lock screen mode is proposed, which merges the sampled data sparsely,
and carries on the classification and repair after dynamic data acquisition combined
with autocorrelation feature matching method, in order to make data collection more
accurate but this method is easy to be interfered by dynamic disturbance features,
which leads to the poor accuracy of acquisition, which reduces the extraction effect. In
reference [5], a dynamic data acquisition algorithm for smart phone terminal database
Internet of things network in the physical layer network coding method is proposed in
the cloud computing environment is used for quantitative coding of data, the data of
encoded data are processed blindly by CPM, and the ability of collecting and balancing
the resource information of smartphone terminal database in locked screen mode is
improved. However, the computational overhead of the algorithm is too large and the
real-time performance of data acquisition is not good [6].

In order to solve the above problems, this paper proposes a resource information
extraction algorithm for smart phone terminal database based on Internet of things lock
screen mode. The adaptive weighting algorithm is used to fuse the resource information
of smart phone terminal database in lock screen mode, and the spectral characteristic
quantity of smart phone terminal database resource information in lock screen mode is
extracted. The spectrum analysis method is used to detect the abnormal resource
information of smart phone terminal database in lock screen mode, and the detection
results to realize the extraction of smart phone terminal database resource information
in locked screen mode in a network environment. Finally, the method of simulation
experiment is used to verify its application performance in improving intelligence and
accuracy of smart phone terminal database information in lock screen mode [7].

2 Internet of Things Node Distribution and Data
Pre-processing of the Database Resource Information
of the Smart Phone Terminal

2.1 Optimal Deployment of Internet of Things Node for Resource
Information Collection of Smart Phone Terminal Database in Lock
Screen Mode

In order to collect the resource information of smart phone terminal database accurately
in lock screen mode, the method is used to design the node distribution of Internet of
things, in the lock screen mode, the statistical feature analysis method is used to extract
the resource information of the smartphone terminal database and the node distribution
model of Internet of things of smart phone terminal database information distribution in
lock screen mode is constructed [8]. The omni-directional node tree model of FP-tree
microcell is used to construct the distributed node model of smart phone terminal
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database resource information distribution Internet of things in lock screen mode, as
shown in Fig. 1.

In the node communication graph of the database resource information distribution
of the smart phone terminal database in the lock screen mode shown in Fig. 1, the sink
node of the network of the intelligent mobile phone terminal database resource
information collection object networking network in the lock screen mode is repre-
sented by four-tuple fS1; S2; � � � ; SLg, obtaining the interrupt node of the database
resource information distribution network of the smart phone terminal database in the
lock screen mode as nodej , and performing the sparse characteristic reconstruction by
the transmission information fusion method in the neighbor information table, con-
structing a state transition matrix of a network transmission channel of a database
resource information distribution object of a smart phone terminal in a lock screen
mode, which comprises the following steps of:

xðkþ 1Þ ¼ AðkÞxðkÞþCðkÞwðkÞ ð1Þ

ziðkÞ ¼ HiðkÞxðkÞþ uiðkÞ; i ¼ 1; 2; � � � ;N ð2Þ

The method comprises the following steps of: carrying out self-correlation char-
acteristic sampling on transmission data in a database resource information distribution
network channel of a smart phone terminal database in a lock screen mode, the loop
iteration and loop iteration process in the database resource information acquisition
process of the smart phone terminal in the lock screen mode are carried out by adopting
a fuzzy directional clustering method, as shown in Fig. 2.
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Fig. 1. Node communication graph model of database resource information distribution
network of smart phone terminal

30 J. Du and R. Xie



According to the iterative process of data acquisition given in Fig. 2, set xðtÞ,
t ¼ 0; 1; � � �; n� 1, is made as a training sequence, and the initialization pointer count G
in the process of collecting resource information of smartphone terminal database in lock
screen mode is counted. The number of data scale samples of smartphone terminal
database in the input Internet of things is N, in which the training vector mode is based on
the analysis. Using distributed wireless sensor to build data collection model of smart-
phone, and the optimal deployment design of data acquisition node is carried out [9–11].

2.2 Information Fusion Processing of Smartphone Terminal Database
Resources in Lock Screen Mode

On the basis of designing and optimizing the deployment of Internet of things nodes
collected by smart phone terminal database information in lock screen mode, the fusion
processing of smart phone terminal database resource information in lock screen mode
is carried out, and the distance between the distributed search result of smartphone
terminal database data Internet of things xðtÞ and the connection weight vector xj of
smart phone terminal database resource information clustering center in all lock screen
mode is calculated. Represented as Euclidean distance

dj ¼
Xk�1

i¼0

ðxiðtÞ � xijðtÞÞ2; j ¼ 0; 1; � � �;N � 1 ð3Þ

In the node connection diagram of smart phone terminal database resource infor-
mation distribution Internet of things in lock screen mode, the sampling amplitude of
the node transmission data of smart phone terminal database resource information
distribution Internet of things in lock screen mode is obtained:

aidesira ¼ a1 � DensityiP
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Fig. 2. Cyclic iterative process of resource information collection in smartphone terminal
database in lock screen mode
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Wherein the weighting coefficient of the data self-adaptive fusion of the smart
phone terminal database data is met:

a1 þ a2 ¼ 1; a1; a2 2 ½0; 1�

a2 ¼
max

i
ðAPiÞ �min

i
ðAPiÞ

APinit

8><
>: ð5Þ

Under different transmission medium attenuation modes, the information fusion
support vector set of smart phone terminal database resource information under lock
screen mode is as follows: under the mode of Internet of things breakpoint locking
screen, the information fusion support vector set of smart phone terminal database
resource information is as follows:

xidðtþ 1Þ ¼ wxidðtÞþ c1r1½rt0 [T0
3 pid � xidðtÞ�

þ c2r2½rtg [ Tg
4 pgd � xidðtÞ�

ð6Þ

Thereby realizing the data sampling of the nodes connected with the database
resource information distribution network of the smart phone terminal in the lock
screen mode, under the routing mechanism, and obtaining the confidence probability of
the data acquisition accuracy distribution as follows:

Kwpgðx; y;wiÞ ¼
1 dðxi; kÞ� r � ru

uð�a1hb1
h2b2

Þþ a2Þ r � ru\dðxi; kÞ\rþ ru
0 else

8<
: ð7Þ

In the above formula, ruð0\ ru \ rÞ represents the adaptive weighting operator
of static routing sub-node, and a1; a2; b1; b2 respectively corresponds tounclear logic
control detection coefficient of Internet of Things routing in smart phone terminal
database [12]. After n jump, the probability of accurate transmission between the
middle layer and the layer of the link layer of the Internet of Things collected by the
database resource information of the smartphone terminal in the lock screen mode is:

Pgraph ¼ 1� 1� 1� Peð Þ2 1� Pdð Þ
h imn on

ð8Þ

The detection method is used to design the routing of smart phone terminal data-
base resource information in lock screen mode. The optimal distribution probability of
smart phone terminal database resource information fusion in n-hop lock screen mode
is obtained by PAOMDV:

PAOMDV ¼ 1� Pdð Þ2 1� 1� 1� Peð Þn 1� Pdð Þn�1
h imn o

ð9Þ

In that lock screenmode, the information flow of the database resource information of
the smart phone terminal in the lock screenmode is partitioned by a sparse fusionmethod,
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so that the data information fusion process of the database of the smart phone terminal is
realized, and the anti-interference capability of the output acquisition is improved.

3 Optimal Implementation of Resource Information
Extraction Algorithm

3.1 Extraction of Spectral Feature Quantity from Database Information
of Smart Phone Terminal in Lock Screen Mode

The feature decomposition method is used to reconstruct the neighbor cluster head of
the Sink node of the linearly, and the output feature quantity is expressed as

RiðkÞ ¼ E½v^iðkÞv^T
i ðkÞ�. In combination with the following repair methods suitable for

routing, the forwarding protocol of the digital fusion link layer for the resource
information collection of the smart phone terminal database in the lock screen mode is
obtained as follows:

3 3

' ' ' ' '
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' '
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j

ij ij

ID
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C rk C rk C k C k C rk

=

=
ð10Þ

In the above formula, C1, C2, C3 represent the distributed frequency band of
resource information extraction, according to the correlation degree of the data fusion
center, carries on the autocorrelation matching, obtains the data sampling frequency
band interval:

c ¼ z � x0
2

j k
¼ ðqpðzÞpþ rpðzÞÞ � x0

2

j k

¼ qpðzÞp � x0
2

j k
þ rpðzÞ � x0

2

j k ð11Þ

According to the sampling time interval and beam distribution interval of smart
phone terminal database resource information in lock screen mode, the adaptive fusion
and optimal channel allocation of resource information extraction are carried out. On
this basis, the spectral features of smart phone terminal database resource information
in locked screen mode are extracted, and the results of frequency feature extraction of
transmission data are explained, database information distribution in locked screen
mode are described as follows:

Sb ¼
Xe

i¼1

p xið Þ ui � uð Þ ui � uð ÞT ð12Þ

Sx ¼
Xe

i¼1

p xið ÞE ui � uð Þ ui � uð ÞT
xi

" #
ð13Þ

Si ¼ Sb þ Sx ð14Þ
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And carrying out normalization processing on the information flow reorganization
model XðtÞ of the database resource information of the smart phone terminal in the lock
screen mode, and improving the accuracy of the feature extraction.

3.2 Collection and Output of Resource Information of Smart Phone
Terminal Database in Lock Screen Mode

By adopting the spectrum analysis method, the abnormal detection of the database
resource information of the smart phone terminal database in the lock screen mode is
carried out, and the sparse random sampling mode function of the database resource
information of the smart phone terminal in the lock screen mode is met:

X 0ðtÞ ¼ XðtÞ= XðtÞk k ð15Þ

The anti-interference processing is carried out by the data filtering method, and
sþ 1 samples are randomly sampled in the node of the resource information extraction
to obtain the data transmission key of the database of the smart phone terminal.

pk ¼ hx0; x1; . . .; xsi ð16Þ

The distribution model of smartphone data transmission that terminal database
information distribution Internet of things in lock screen mode is constructed, and the
output number acquisition sequence x0; x1; . . .; xs, is obviously:

parityðrpðzÞÞ ¼ Decryptðsk; cÞ ð17Þ

parityðqpðzÞÞ ¼ parityðrpðzÞÞ � parityðzÞ ð18Þ

The fuzzy clustering is carried out on the detection result, the data clustering is
carried out by adopting the fuzzy clustering method, and the acquisition result of the
database resource information of the smart phone terminal database under the output
lock screen mode is as follows:
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The autoregression linear equilibrium method is used to decompose the resource
information of smart phone terminal database in locked screen mode linearly in the link
layer.

2 2 ... 2 ...
8

1
3

2
21 === = = = −

i
i rr rrn ð20Þ

The construction test statistics are as follows:

Q ¼ Vn � 2np 1� pð Þ
2

ffiffiffi
n

p
p 1� pð Þ ð21Þ

According to the test statistics, the sampling decision is carried out to improve the
accuracy of extracting resource information from smartphone terminal database in lock
screen mode [13], the specific process is as follows (Fig. 3):

Fig. 3. Resource information extraction process of smartphone terminal database
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4 Simulation Experiment and Performance Analysis

In order to verify the application performance of this method in the realization of smart
phone terminal database resource information collection in lock screen mode, the
simulation experiment is carried out. This experiment is carried out in Matlab envi-
ronment. The experimental results are as follows: IntelCore4-530 1G memory, oper-
ating system Windows 7, distributed Internet of things transmission link capacity of
smart phone terminal database resource information collection in lock screen mode is
120 Mbps. The time delay of resource information extraction is 18 ms, the initial data
length is 1024. The frequency is f1 ¼ 1:25 Hz, of smartphone terminal database
resource information in lock screen mode is terminated by using frequency GHz, lock
screen mode. The energy attenuation coefficient of resource information distribution
Internet of things node is k = 0.56, the distribution grid unit from resource information
is 200 � 200, and the packet size is 1200 Bps. The inertia weight of data filtering is
1.25. The channel attenuation intensity of smartphone terminal database resource
information transmission link layer in lock screen mode is 295 pJ/(bit �m4). The
transmission frequency is 10 kHz, 16 kHz, 26 kHz and 32 kHz. According to the
above simulation environment and parameter setting, the simulation experiment of
smart phone terminal database resource information collection in lock screen mode is
carried out. The output time domain waveform diagram of smart phone terminal
database information collected by each frequency point in lock screen mode is shown
in Fig. 4.

The results of Fig. 4 show that the data of smartphone terminal database with
different frequency points can be accurately extracted by using this method to collect
the resource information of smartphone terminal database in lock screen mode. The
change of signal amplitude has significant positive correlation with the increase of
distance, which indicates that the dynamic acquisition and tracking performance of
smartphone terminal database number is better. In order to compare the performance,
the signal-to-noise ratio (SNR) of 10000 Monte Carlo experiments is set to −20–20 dB,
and the curve of accurate data acquisition is shown in Fig. 5.

Analysis of Fig. 5 shows that the accuracy rate of the method in this paper reaches
the highest when the number of iterations is 80, the accuracy rate of the method in
literature [5] is the highest when the number of iterations is 100, and the accuracy rate
of the method in literature [4] is only 96%. It shows that the method of this paper has
high accuracy of resource information extraction, good data recall performance, strong
anti-interference ability of smart phone terminal, strong database information extraction
process, and good adaptive ability.

36 J. Du and R. Xie



400 420 440 460 480 500 520 540 560 580 600
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

Time/s

A
m
pl
itu

de
/V

(b)26KHz/32KHz frequency

0 50 100 150 200 250 300 350 400
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

Time/s

A
m
pl
itu

de
/V

(a) 10kHz/16kHz frequency

Fig. 4. Output time domain waveform of smartphone terminal database information acquisition
in lock screen mode
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In order to verify this method, the data collection accuracy of the smartphone
terminal database of the method in this paper, the method in literature [4] and the
method in literature [5] are compared and analyzed, and the comparison results are
shown in Fig. 6.

According to Fig. 6, the collection precision of the smartphone terminal database
information of the method in this paper presents a stable state with the growth of time,
and the collection precision can reach 92%, while the collection precision of the
smartphone terminal database information of the methods in literature [4] and literature
[5] is only 77% and 46% when the time is 20 min. The method in this paper is more
accurate than the literature method, which shows that this method can extract the
information of smartphone terminal database accurately.

Fig. 5. Comparison of the accuracy of the information extraction of the database of the smart
phone terminal

Literature
[5] method

Article
method

Literature
[4] method

Fig. 6. Comparison results of information collection accuracy of smartphone terminal database
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5 Conclusions

Due to the low precision of extracting resource information from smartphone database
in the traditional lock screen mode, an algorithm of extracting resource information
from smartphone terminal database based on the Internet of things is proposed. Car-
rying out fusion processing of the database resource information of the smart phone
terminal database under the lock screen mode by adopting an adaptive weighting
algorithm, and extracting the spectral characteristic quantity of the database resource
information of the smart phone terminal database in the lock screen mode, By adopting
the spectrum analysis method, the abnormal detection of the database resource infor-
mation of the smart phone terminal in the lock screen mode is carried out, and the
detection result is subjected to fuzzy clustering, and the information extraction of the
database resources of the smart phone terminal in the lock screen mode under the
Internet of Things environment is realized. The experimental results show that under
the lock screen mode of this method, the accuracy of resource information extraction of
smartphone terminal database is better, the anti-interference is strong, and the intelli-
gent mobile phone terminal database information dynamic management has good
application value in the dynamic management of the database information of the smart
phone terminal. Because the problem of extraction time is not considered when
extracting the resource information of smart phone terminal database in lock screen
mode, in the future research, we will compare the extraction time of the resource
information of smart phone terminal database to further verify the reliability of this
method.
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Abstract. In order to improve the quality detection ability of thermal insulation
building material, a phase change energy storage thermal insulation building
material quality detection method based on neural network is put forward. The
double broken line model is used to detect and evaluate the quality of phase
change energy storage thermal insulation building material. Combined with the
material stress characteristics and dissipation characteristics, the seismic eval-
uation of phase change energy storage thermal insulation building material is
carried out, and the self-recovery energy dissipation support model of phase
change energy storage thermal insulation building material is established. Under
the constraint of quality parameter constraint model and neural network control
model, the quality of phase change energy storage thermal insulation building
materials is evaluated quantitatively by using network adaptive control method,
and the stress distribution characteristic parameters of phase change energy
storage thermal insulation building materials are calculated respectively to
realize the quality detection of phase change energy storage thermal insulation
building materials. The simulation results show that the accuracy of phase
change energy storage and thermal insulation building material quality detection
is high, the accuracy of parameter evaluation is good, and the quality detection
ability is very good.

Keywords: Neural network � Phase change energy storage � Thermal
insulation building materials � Quality inspection

1 Introduction

With the rapid development of China’s economy, the pace of urbanization in China is
moving forward. Various industries in the city have sprung up after a spring rain, and
the urban construction industry is developing particularly rapidly. The development of
urban construction infrastructure related industries has become more attractive, and the
quality of the overall construction project is the most important [1]. The decisive
factors affecting the quality of the whole building project are thermal insulation
building materials and building infrastructure, which are the foundation to ensure the
quality of the whole building construction project. Therefore, the quality of thermal
insulation building materials should be strictly tested in the construction process to
prevent the application of unqualified thermal insulation building materials to
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infrastructure construction, which requires strict inspection and analysis of thermal
insulation building materials by scientific and technical means [2]. In the construction
process of housing construction project, how to optimize the selection is the key, and
the housing construction project is based on the related material quality inspection,
which will have a direct impact on the whole process. Therefore, in order to ensure the
smooth and orderly construction process and all the processes meet the requirements,
we must do a good job of material quality inspection and analysis, and actively opti-
mize the detection and improve the feasibility.

With the wide application of phase change energy storage thermal insulation
building materials in buildings, the strength and stability of phase change energy
storage thermal insulation building materials have attracted people’s attention. In ref-
erence [3], a nondestructive testing method of steel structure based on BIM and surface
image analysis is proposed. The wavelet decomposition method is used to denoise the
detection image of steel structure of building. The clarity of the detection image is
enhanced through expansion and corrosion treatment. Infrared image technology is
used to extract the defect edge in turn through rotation tracking method according to
the change rate of the detection image recovery at the defect edge. Based on B Im’s
steel structure detection model for green construction in seismic area, fully control the
material, nondestructive testing and management process of green construction steel
structure in seismic area, control the whole life cycle of building steel structure, and
complete the nondestructive testing of building steel structure. Literature [4] on the
basis of expounding the connotation of the quality inspection of the main structure of
the construction project, analyzes its specific inspection process and methods, and
points out the specific application of the quality inspection technology of the main
structure. But the accuracy of building materials quality inspection of the above two
methods is low.

In view of the above problems, this paper proposes a method of phase change
energy storage and thermal insulation building material quality detection based on
neural network. Firstly, the finite element simulation analysis model of phase change
energy storage and thermal insulation building materials is established, and then the
neural network adaptive control method is used to quantitatively evaluate the quality of
phase change energy storage thermal insulation building materials to realize the quality
detection of phase change energy storage thermal insulation building materials. Finally,
the simulation experiment is carried out, and the effective conclusion is obtained.

2 The Significance and Method of Quality Inspection
of Heat-Insulating Building Material

2.1 Significance of Quality Inspection of Thermal Insulation Building
Materials

In the process of testing the materials used in the building, it is particularly important to
ensure the accuracy of the test results. It is necessary not only to test the quality of the
construction materials used in the construction of the building project, but also to
understand its performance, so as to ensure the completion of high quality in the
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construction process of the building project. In order to ensure that the methods and
methods of testing are scientific and effective, it is necessary to carry out the inspection
of the related materials used in houses and buildings in combination with the speci-
fications in this area and follow the standards in order to ensure that the methods and
methods of testing are scientific and effective. Thus it can be seen that no matter what
type of housing construction project, in the whole process of construction, it is nec-
essary to carefully detect the materials involved in the relevant housing construction,
which is not only conducive to fully ensuring the construction quality of the housing
construction project, but also effectively ensures that the safety of the construction
personnel is not threatened [5–7].

2.2 Purpose and Method of Quality Inspection of Thermal Insulation
Building Materials

(1) Material quality inspection project.
Thermal insulation building materials have great influence on the quality of building
engineering, so we must pay great attention to it. In the process of quality inspection,
appropriate schemes and measures should be taken. For material quality inspection and
test, the corresponding testing methods and means should be adopted according to the
specific texture of the material. From the current actual situation, the thermal insulation
construction materials in the housing construction industry can be described as a
variety of materials, such as stone, cement and so on, these belong to structural
materials, such as paint, tiles and so on, these belong to decorative materials [8]. In the
specific construction process, will involve all aspects of construction materials, func-
tions and types are relatively complete. These materials are basically provided by
suppliers, the quality and compliance of these materials can not be guaranteed, so all
incoming materials must be checked, and the quality inspection objectives should be
used as the basis of testing in accordance with the unified national regulations, so as to
ensure that all material tests can meet the eligibility standards. For example, taking
cement as an example, it is necessary to test its stability and strength, and to carry out
omni-directional testing for different types and functions of thermal insulation building
materials, so as to promote the detection and test of thermal insulation building
materials to reach the standard [9].

(2) Sampling test.
In the process of sampling, more typical samples should be taken. Usually, the spec-
ified quantity of samples should be taken arbitrarily at different positions of a batch of
materials, not only to ensure the correct sampling quantity, but also to extract according
to the requirements. The sampling quantity is closely related to the accuracy of the test
results. Too little sampling quantity, or if the sampling method and position are wrong,
will increase the test error, and even obtain the opposite results. However, in practice,
sampling atypical cases often occur.

(3) Control the humidity and temperature of the detection environment.
Because the temperature and humidity of the environment will seriously affect some
thermal insulation building materials, it is necessary to strictly follow the relevant
environmental standards to adjust and control the humidity and temperature when
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testing the quality of thermal insulation building materials. For example, in the process
of concrete mixing test in summer, the temperature of water should not be higher than
20 °C, and the cold water of deep well should be the best.

(4) Scientific processing of data.
In the course of the test, due to the influence and distress of many factors, the test
results are not satisfactory. For the same group of specimens, their test results are likely
to appear greater discreteness. In order to minimize this error, it is necessary to give
appropriate data processing to the test results. It should also be noted that there is a big
gap between the test results and the expected results, and the results are very different.
For the test results, the experimenters need to be carefully analyzed, and the causes of
its formation are analyzed, and the results of the relatively wide disparity need to be
tested repeatedly until the reasons are found out, so as to ensure the availability of the
test results [10].

3 Finite Element Simulation of Phase Change Energy Storage
and Thermal Insulation Building Materials

3.1 Finite Element Simulation Analysis of Phase Change Energy Storage
and Thermal Insulation Building Materials

In order to realize the quality detection of phase change energy storage and thermal
insulation building materials, the support finite element simulation analysis model of
phase change energy storage thermal insulation building materials is established. The
double broken line model is used to detect the quality of phase change energy storage
thermal insulation building materials, and the finite element simulation and support
double structure simulation methods are used to detect the support finite element
characteristics of phase change energy storage thermal insulation building materials
[11]. The finite element analysis model of phase change energy storage thermal
insulation building material is established, and the neural network model is used to
detect the quality of phase change energy storage thermal insulation building material.
The neural network model is shown in Fig. 1.

The joint distribution model of main physical parameters for automatic quality
detection of phase change energy storage thermal insulation building materials is

Fig. 1. Neural network model
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established. The steady state characteristic equation of phase change energy storage
thermal insulation building materials under sinusoidal excitation is obtained as follows:

T ¼ 1
2MRL _X2

RL þ 1
2MRR _X2

RR þ 1
2 JRL

_h2RL þ 1
2 JRR

_h2RR

þ 1
2Mp

_hpL cos hp þ _XRM

� �2
þ �hpL cos _hp
� �2

� �
þ 1

2 JPh
_h2P

þ 1
2 JPd

_d2

ð1Þ

V ¼ MPgL coshP ð2Þ

When it is restored to the origin, NSYS finite element simulation is used to match
the model features of phase change energy storage and thermal insulation building
material quality detection, a nonlinear differential equation is used to detect the quality
of phase change energy storage thermal insulation building material [12], double Bouc-
Wen model is used to analyze the seismic strengthening strength of phase change
energy storage thermal insulation building material, and the method of series detection
of internal pipe and guide shaft is adopted. The seismic prestress distribution of phase
change energy storage and thermal insulation building materials is carried out to meet
the requirements of:

0� �2
Pn
i¼1

ti1fiðyiðtÞÞ fiðyiðtÞÞ � qiyiðtÞ½ �

� 2
Pn
i¼1

ti2fiðyiðt � dðtÞÞÞ fiðyiðt � dðtÞÞÞ � qiyiðt � dðtÞÞ½ �
¼ �2f TðyðtÞÞT1f ðyðtÞÞ � 2f Tðyðt � dðtÞÞÞT2f ðyðt � dðtÞÞÞ

þ 2yTðtÞRT1f ðyðtÞÞþ 2yTðt � dðtÞÞRT2f ðyðt � dðtÞÞÞ:

ð3Þ

Under the constraint condition of self-reset damping energy dissipation braces, the
characteristic expression of building structure quality detection is obtained as follows:

e ¼ z1 � y
_z1 ¼ z2 � b1e
_z2 ¼ z3 � b2falðe; 0:5; dÞ
_z3 ¼ �b3falð1; 0:25; dÞþ bu

8>><
>>:

ð4Þ

In that formula, z1; z2 is the characteristic quantity of the damping energy dissi-
pation support distribution, and y is the characteristic quantity of the load separation,
and the test method of the vibration characteristic of the seismic wave output is adopted
to carry out the support finite element simulation of the phase-change energy-storage
heat-insulation building material, and the state transition equation of the seismic wave
is obtained as follows:

@

@t
ðquiÞþ @

@xj
ðquiujÞ ¼ � @p

@xi
þ @sij

@xj
þ qgi þFi ð5Þ
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Wherein

sij ¼ ½lð@ui
@xj

þ @uj
@xi

Þ� � 2
3
l
@ui
@xi

dij ð6Þ

Combined with the double broken line model for quality detection to improve the
output stability of phase change energy storage and insulation building materials [13].

3.2 Quality Evaluation of Phase Change Energy Storage and Thermal
Insulation Building Materials

According to the stress characteristics and dissipation characteristics of phase change
energy storage thermal insulation building materials, the seismic evaluation of phase
change energy storage thermal insulation building materials is carried out, and the self-
recovery energy dissipation bracing model of phase change energy storage thermal
insulation building materials is established [14]. The fusion model of stress charac-
teristic parameters for phase change energy storage thermal insulation building mate-
rials quality detection is expressed as follows:

max HQi ¼ aQi
aQi þ cQi

max HEi ¼ aEi
aEi þ cEi

max HCi ¼ aCi
aCi þ cCi

S:t: Qi �Qth

Ei �Eth

Ci �Cth

Qjk � 0;Ejk � 0;Cjk � 0

PNj
j¼1

xjk ¼ 1; 8i; 1� k�M; 1� j�Nj

ð7Þ

In the above formula, H is referred to as the detection statistic under the action of
damping energy dissipation support, and the characteristic transfer control is carried out
according to the description support hysteresis characteristic, and the viscous coeffi-
cient of the damping support material is fFi;FUg, and the degree of association is as
follows:

lBi
¼ aBi þ bBiDþ cBiU ð8Þ

Wherein, aBi ¼ Bi
BU þBv

, bBi ¼ ðBU�BiÞðBi�BvÞ
ðBU þBvÞBi

, cBi ¼ BUBv
ðBU þBvÞBi

, in the assembly integral

model structure, in the early elastic stage and plastic stage, the yield strength of the
building structure is S, and the seismic structure frequency S is tested under the
condition of fine oblique cracks formed at the angle of the connecting beam. The
quality distribution of phase change energy storage and thermal insulation building
materials under earthquake action is as follows:
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sðxÞ ¼ ½NðxÞ;MðxÞ�T ð9Þ

In the above formula, the NðxÞ represents the tensile strength, MðxÞ is the yield
response characteristic distribution of the tensile stress, and the peak of the acceleration
wave acceleration is input to obtain the power increment:

ft ¼ DVt

Vt1
¼ Vt1 � Vu1

Vt1
ð10Þ

Under the condition that the decrease of the first third order frequency is the same,
the elastic-plastic displacement of the building structure is as follows:

di ¼ dei þ dpti ð11Þ

With the peak acceleration of the input tension wave, the characteristic components
of the tensile stability detection are obtained as follows:

De ¼
X
i

dei ð12Þ

Based on the analysis, the parameter evaluation of phase change energy storage and
thermal insulation building material quality inspection is realized [15].

4 Quality Inspection and Optimization of Phase Change
Energy Storage and Thermal Insulation Building Materials

4.1 Self-recovery Energy Dissipation Bracing Model for Phase Change
Energy Storage and Thermal Insulation Building Materials

Under the constraint of quality parameter index constraint model and neural network
control model, the neural network adaptive control method is used to quantitatively
evaluate the quality of phase change energy storage and thermal insulation building
materials. The internal force distribution of tension resistance is expressed as follows:

eðxÞ ¼
X
i

deiDsBðxÞ:de ð13Þ

In the formula, BðxÞ represents the joint characteristic distribution of the self-
recovery energy dissipation braces of the phase change energy storage and thermal
insulation building materials, and the maximum floor shear force of the integral
structure is as follows:

B ¼ �1 0 0 �1 0 0
0 6n=L 3n� 1 0 6n=L 3n� 1

� �
ð14Þ
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Wherein, n 2 ½�1; 1�, denotes the order of tension wave, under the constraint of
statistical characteristic quantity, the tension action is nonlinear distribution, and the
dynamic control equation of steel structure is as follows:

mb

ms

� �
€xb
€xs

� �
þ cb �cb

�cb cb þ cs

� �
€xb
€xs

� �

þ kb �kb
�kb kb þ ks

� �
xb
xb

� �
þ mb

ms

� �
ub
us

� �
¼ 0

ð15Þ

In the above formula, ub represents the maximum overturning moment and cs
represents the increment of elastic internal force of the section. In the elastic stage, the
load of the assembly integral structure is as follows:

di ¼ kb �kb
�kb kb þ ks

� �
xb
xb

� �
þ mb

ms

� �
ub
us

� �
dei ð16Þ

The yield response of phase change energy storage thermal insulation building
material is set in advance. The output stress load increases gradually with the order of
input tension wave, and the output is as follows:

x0ij ¼ xi � qþ j
2q
n

ð17Þ

In the formula, q represents the self-recovery energy dissipation supporting force of
the phase-change energy-storage heat-insulating building material under the action of
the pulling force, xi is the maximum interlayer displacement of the assembled integral
structure, The quantitative evaluation of the quality of the phase-change energy-storage
building material is carried out by using the neural network adaptive control method.

4.2 Quality Inspection of Phase Change Energy Storage and Thermal
Insulation Building Materials

The stress distribution characteristic parameters of the thermal insulation material are
respectively calculated, the quality detection of the phase-change energy-storage heat-
insulation building material is realized, and the model strain increment of the building
structure under the iteration conditions of the n + 1, n-step is as follows:

d tð Þ ¼
arctan X 0

2 tð Þ
X 0
1 tð Þ

� �
; X 0

1 tð Þ[ 0

arctan X 0
2 tð Þ

X 0
1 tð Þ

� �
þ p; X 0

1 tð Þ\0; t ¼ 1; 2; . . .; T

p=2; X 0
1 tð Þ ¼ 0X 0

1 tð Þ ¼ 0

8>><
>>:

ð18Þ

Under the effect of concentrated load, the mass state quantity of the phase-change
energy-storage building material is x0(x0 ¼ u0; _u0; ho½ �T ), and the overturning moment
of the bottom layer under the action of the tension wave is as follows:
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mVD _h ¼ cayqSM þP
� �

Daþmg sin hDhþPDdu

þmRlRD€du þFgr

JZ1D€u ¼ �cayqSM xg � xT
� 	

Da� qSMmdzl2kD _u=V
�P xR � xTð ÞDdu � mR _Wx1lRDdu
�mRlRD€du xR � xTð Þ � JRD€du þMgr
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>>>>>>:

ð19Þ

Due to the different response values under the action of tensile wave, according to
the interstory displacement of building structure, the tensile stress equation of building
is obtained as follows:

ð1
2
ðuþ

A � u�A Þ �
1
2
FA1 ;

1
2
ðuþ

A � u�A Þ �
1
2
ðFB þFA2ÞÞ ð20Þ

The stress distribution characteristic parameters of thermal insulation materials are
calculated respectively, and the quality detection of phase change energy storage
thermal insulation building materials is realized. The expression of yield response
characteristic quantity of rectangular plate is defined as follows:

Cijkl ¼ 2
1
V
W�eij

1
e2ij

i ¼ j; k ¼ l; i ¼ k ð21Þ

Cijkl ¼ 1
2V

W�eij
1
e2ij

i 6¼ j; k 6¼ l; i ¼ k; j ¼ l ð22Þ

Cijkl ¼ 1
4V

ðW�eij eklÞ �W�eij �W�ekl
eij ekl

i 6¼ j; k 6¼ l ð23Þ

Cijkl ¼ 1
2V

ðW�eij eklÞ �W�eij �W�ekl
eij ekl

i ¼ j; k 6¼ l ð24Þ

The quality detection and optimization design of the phase-change energy storage
and heat-insulating building material is realized.

5 Experimental Test Analysis

In order to test the application performance of this method in the quality detection of
phase change energy storage and thermal insulation building materials, the experi-
mental analysis is carried out. It is assumed that the strength of the input tensile wave is
250 MPa, the curve shape parameter is 1.24, the elastic modulus of phase change
energy storage thermal insulation building material Es = 23.45 � 106 psi, Mor is 0.43,
the valley deflection is 2.45, and the structural parameters are set in Table 1.
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According to the above parameters, the quality of phase change energy storage and
thermal insulation building materials is tested, and the finite element model is shown in
Fig. 2.

According to the detection model of Fig. 2, the quality of phase change energy
storage and thermal insulation building materials is tested, and the test results are
shown in Fig. 3.

The analysis of Fig. 3 shows that the method can effectively realize the accuracy of
phase change energy storage thermal insulation building material quality detection, the
accuracy of parameter evaluation is good, and has good quality detection ability. It has

Table 1. Parameter description of phase change energy storage and thermal insulation building
materials

Finite element point Coordinate x (m) Coordinate y (m) Coordinate z (m) Stress (N)
1 4.45 5.54 7.56 14.56
2 3.64 9.43 9.78 37.32
3 8.33 8.42 5.73 53.34
4 0.23 6.68 8.34 54.56
5 7.45 8.86 1.56 14.53
6 9.67 6.65 9.78 23.46
7 9.45 3.64 2.65 43.64
8 7.43 2.78 2.63 54.32
9 4.43 3.85 8.45 64.73
10 5.56 5.54 7.52 76.45
11 2.32 7.56 1.32 41.43
12 6.36 3.63 0.45 32.11
13 3.65 8.53 8.34 42.72
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Fig. 2. Finite element model for the detection
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good application value in phase change energy storage thermal insulation building
material tension resistance and disaster prevention.

In order to further verify the effectiveness of the method in this paper, the error of
phase change energy storage and thermal insulation building material quality test
results of the method in this paper, the method in literature [3] and the method in
literature [4] are compared and analyzed, and the comparison results are shown in
Fig. 4.
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Fig. 3. Quality test results of phase change energy storage and thermal insulation building
materials

Fig. 4. Error comparison of test results
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According to Fig. 4, the fitting degree between the quality test results of phase
change energy storage and thermal insulation building materials in this method and the
actual test results is 100%, while the quality test results of phase change energy storage
and thermal insulation building materials in literature [3] and literature [4] are quite
different from the actual test results, indicating that this method has a high quality test
effect of phase change energy storage and thermal insulation building materials.

6 Conclusions

In conclusion, the quality detection technology of the heat-insulating building material
can be reasonably applied, and the quality of the materials applied to the construction
of the building construction can be ensured to be in accordance with the engineering
requirements, and the construction work can be successfully completed, so that the
construction progress and the quality of the building are guaranteed, It is of great
significance to reduce the construction effect of the project. In the background of the
continuous construction of the modern building construction, the types of the building
construction materials are increased, and the quality detection technology of the
engineering materials also has higher requirements, which requires the relevant con-
struction personnel to have a deep understanding of the importance of the quality of the
material quality detection, In addition, the quality inspection of the material is carried
out in combination with the engineering demand, which lays a theoretical foundation
for promoting the overall development of the building construction enterprises in
China.

In order to improve that strength of the phase-change energy-storage heat-
insulation building material by analyzing the quality of the phase-change energy-
storage heat-insulation building material, the strength of the phase-change energy-
storage heat-insulation building material is improved, and the quality detection method
of the phase-change energy-storage heat-insulation building material based on the
neural network is proposed the invention discloses a support finite element simulation
analysis model for building a phase-change energy-storage heat-insulation building
material, the quantitative evaluation of the quality of the phase-change energy-storage
and heat-insulating building material is carried out by adopting a neural network
adaptive control method, the stress distribution characteristic parameters of the thermal
insulation material are calculated respectively, and the quality detection of the phase-
change energy-storage heat-insulation building material is the method has the advan-
tages of high accuracy of quality detection of the phase-change energy-storage heat-
insulation building material by adopting the method, good accuracy of parameter
evaluation, good quality detection capability and good engineering application value.
Because this paper does not consider the detection time when studying the quality
detection method of phase change energy storage and thermal insulation building
materials based on neural network, in the future research, the detection time is taken as
the experimental index to further verify the effectiveness of this method.
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Automatic Monitoring System of Vehicle
Pollutant Emission Based on Fusion Algorithm
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Abstract. To improve that automatic monitoring capability of the vehicle’s
pollutant discharge, a design method of the auto-monitor system for the emis-
sion of vehicle pollutant is proposed based on the fusion algorithm. The system
design includes a large data analysis model design and system software for
automatic monitoring of vehicle pollutant discharge. In that method, a quanti-
tative statistical analysis method is adopt to carry out cloud computing fusion
processing of automatic monitoring of pollutant discharge of a motor vehicle,
and the invention relates to an information fusion and recombination model for
automatically monitoring large data of pollutant discharge of a motor vehicle,
the method of automatic monitoring of vehicle pollutant discharge based on the
fusion algorithm is improved by the effective feature of the automatic moni-
toring of the pollutant discharge of the motor vehicle. In the development of B/S
and embedded PCI bus, the software development and design of the automatic
monitoring system for pollutant discharge of motor vehicle are carried out, and
the hardware structure and software development of the automatic monitoring
system for pollutant discharge of motor vehicle are carried out. The results of the
test show that the automatic monitoring system for motor vehicle pollutant
discharge is good in stability and strong in the sampling and statistical analysis
of the physical information.

Keywords: Fusion algorithm � Motor vehicle � Pollutant � Discharge �
Automatic monitoring system

1 Introduction

With the improvement of the people’s living standard and the rapid development of the
transportation and transportation industry in our country, the number of cars has risen
sharply, and the transportation line is also getting busy [1]. In the course of carrying out
the transportation, the automobile can discharge a large amount of tail gas, which has a
great burden on the air and the environment pollution.

Under the information management platform, a database management platform of a
motor vehicle pollutant discharge automatic monitoring system is designed, a database
management platform of a motor vehicle pollutant discharge automatic monitoring
system is constructed, a large data analysis method is adopted, the development and
design of the automatic monitoring system for pollutant discharge of the motor vehicle,
the combination of the combination networking technology and the embedded
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technology are carried out, and the algorithm design and software development of the
vehicle pollutant discharge automatic monitoring system are carried out. The man-
machine interaction and information management platform of the automatic monitoring
system for the pollutant discharge of the motor vehicle is established, the bus
scheduling of the vehicle pollutant discharge automatic monitoring system is carried
out by adopting the embedded ARM addressing technology, the database development
design of the system and the development of the control platform are carried out, the
research on the design method of the auto-monitoring system for pollutant discharge of
motor-driven vehicles is of great concern to people. Literature [3] analyzed the law of
vehicle pollution emission changing with traffic parameters by monitoring the low
altitude vehicle emission data, and proposed the vehicle pollution emission factor
model for different vehicle types. The model is calibrated and tested, and the results can
effectively reflect the real emissions of road vehicles. Literature [4] obtained the
environmental basic data of freight hub through the real-time monitoring of vehicle
pollutant emission in freight station, The emission characteristics of three functional
areas in the station, i.e. cargo handling area, internal road intersection and entrance and
exit, are studied. It is found that the concentration of NOx and particulate pollutants is
positively correlated with the vehicle flow; the proportion of large and medium-sized
trucks in the vehicle flow has a significant impact on the emission of NOx and par-
ticulate matters; the increase of pollutant emission during forklift operation is the most
serious pollution in the loading and unloading area of the station Important reasons.
However, the automatic monitoring accuracy of vehicle pollutant emission in the above
two methods is low.

In view of the above problems, this paper proposes a design method of vehicle
emission automatic monitoring system based on fusion algorithm. The system design
includes the design and system software of the large data analysis model for the
automatic monitoring of the pollutant discharge of the motor vehicle, firstly the
algorithm design of the vehicle pollutant discharge automatic monitoring system is
carried out, and then the software development design of the automatic monitoring
system for the pollutant discharge of the motor vehicle is carried out, Finally, the
simulation test is carried out to show the superiority of the method in the improvement
of the automatic monitoring and information management capability of the vehicle’s
pollutant discharge.

2 Composition of Motor Vehicle Pollutants and Its Impact
on Environmental Pollution

With the increase of the motor vehicle and the congestion of the transportation line, the
pollutant discharge of the motor vehicle is increased day by day, and the pollutant of
the motor vehicle can cause a fatal harm to the environment, and the CO, NOx, SOx
and unburned hydrocarbon HC discharged by the automobile can seriously damage the
ozone layer and generate acid rain, the greenhouse effect and the haze, etc., in which
toxic substances such as hydrocarbons, nitrogen oxides, lead compounds, benzene, and
the like in motor vehicle pollutants can cause harm to the human body and the animals
and plants, therefore, it is necessary to increase the prevention and treatment of motor
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vehicle pollutants and reduce the emission of tail gas. The main pollutants discharged
by the automobile are carbon monoxide (CO), hydrocarbon (HC) and the like, and the
combustion of the gasoline in the engine cylinder does not fully produce other nitrogen
oxides such as NO2, and the nitrous acid and the nitric acid are generated in the air and
the oxides, After being inhaled by a human body, a great harm to the lung can be
generated, the exhaust pollution of the motor vehicle is also great to the environment
and the health of people, the pollutants of the motor vehicle are mainly composed of
the pollutants such as CO, NOx, Sox and the like, and the content of the CO and the
sulfide in the tail gas accounts for the main part through the chemical analysis. In
addition, CO2 is an important component of that vehicle’s pollutant, and with the
increase of CO2, the greenhouse effect is caused, according to the analysis, 30% of the
CO2 in the air content is about from the vehicle exhaust, wherein the CO2 and the CO
are harmful substances discharged from the combustion chamber for insufficient fuel
combustion of the motor vehicle, In addition, the particulate matter discharged from the
tail gas of the motor vehicle forms a solid carbide, as well as a hydrocarbon, a sulfide,
and ash containing a metal component, and the like. The inhalation of these harmful
substances in the human body makes it difficult for the person to breathe, the red and
the throat of the eye, and the brain is faint. NOx is an exhaust gas that has a pungent
smell in the vehicle’s pollutants, and can form nitrous acid and nitric acid after entering
the alveoli, and has great harm to the ecological environment and the plant and plant. In
a comprehensive analysis, the harmful substances in the composition of motor vehicle
pollutants are more harmful to the human body and the environment, and the pollution
of motor vehicle pollutants to the environment is mainly manifested in the following
aspects:

The main results are as follows:
(1) The excessive emission of motor vehicle pollutants will cause Greenhouse

Effect and make the global climate warm. The sharp increase of CO_2 is the main
cause of Greenhouse Effect, the global temperature will be listed, the north and south
polar ice will melt, the sea level will rise, and the damage to the ecological environment
will be enormous, while the main production of CO2 comes from motor vehicle
pollutants, which intensifies with the increase of the number of cars. It is necessary to
strict automobile emission standards, adopt end-of-life renewal, improve engine tech-
nology and reduce exhaust pollution.

(2) Harmful substances in motor vehicle pollutants will destroy the ecological
balance. A large number of hydrocarbons, sulfides and metal components in motor
vehicle pollutants have a great influence on animals and plants. When diesel engine
fuel combustion is incomplete, hydrocarbons (HC) and sulfides will be produced,
which will affect plant photosynthesis, cause vegetation damage, animals and humans
inhaled such harmful substances, and will cause congenital defect diseases.

(3) Excessive emission of motor vehicle pollutants will cause great harm to human
health. After absorbing human body, CO in motor vehicle pollutants binds to hemo-
globin of human body, which causes toxic symptoms such as headache, dizziness,
vomiting and so on. Respiratory failure and lung tissue diseases will be produced by
inhaling NOx and HC in respiratory tract. NO2 and other nitrogen oxides in motor
vehicle pollutants have severe stimulating effects on lung tissue. To sum up, motor
vehicle pollutants are of great harm to the environment and ecology, and seriously
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pollute the environment. It is necessary to take corresponding measures to reduce the
emissions of motor vehicle pollutants, improve engine technology, reduce traffic
congestion, improve fuel combustion efficiency, make fuel combustion sufficient,
reduce CO and CO2 emissions in exhaust gas, and effectively reduce traffic congestion.
In order to reduce the emission of motor vehicle pollutants and reduce the impact of
motor vehicle pollutants on environmental pollution [5].

3 Big Data Analysis and Feature Extraction
of Auto-Monitoring Vehicle Pollutant Emissions

3.1 Big Data Analysis of the Auto-Monitoring of the Emission of Motor
Vehicles

Based on the above analysis of the composition of vehicle pollutants and its impact on
environmental pollution, the big data of vehicle pollutant emissions are analyzed and
feature extraction is carried out. Firstly, a big data information collection model for
automatic monitoring of vehicle pollutant emission is established, and the method of
combining fuzzy correlation feature detection and big data collection is used for
detection and big data collection, the real-time data acquisition and the level analysis of
the automatic monitoring of the pollutant discharge of the motor vehicle are carried out,

a directed graph G1 ¼ Ma
1 ;M

b
1 ; Y1

� �
and G2 ¼ Ma

2 ;M
b
2 ; Y2

� �
are adopted as the

candidate set of the automatic monitoring data liniment for the pollutant discharge of
the motor vehicle, in that invention, A ¼ a1; a2; . . .; anf g is a real-time health infor-
mation distribution feature set for automatically monitoring the pollutant discharge of a
motor vehicle, a statistical analysis method is adopted to establish a large-data infor-
mation acquisition model for automatic monitoring of pollutant discharge of a motor
vehicle, and in a cloud computing environment, a fusion scheduling model of auto-
matic monitoring data for pollutant discharge of a motor vehicle is established through
the automatic monitoring data distributed structure recombination of the pollutant
discharge of the motor vehicle, and the physical health service description is carried
out, In that cloud computing environment, the automatic monitoring data for pollutant
discharge of the motor vehicle is sample to obtain the information acquisition and
fusion model of the automatic monitoring data of the pollutant discharge of the motor
vehicle [6].

The finite feature distribution set of automatic monitoring data of motor vehicle
pollutant emissions is represented by quaternion O ¼ ðC; I;P;Hc;R;A0Þ. C is the
utility threshold item set of sampling time series of automatic monitoring data of motor
vehicle pollutant emissions, I is the statistical feature distribution set of massive
automatic monitoring data of motor vehicle pollutant emissions, and the efficient use
itemsets of automatic monitoring of motor vehicle pollutant emissions are as follows:

xðtÞ ¼
Xp
i¼0

aðhiÞsiðtÞþ nðtÞ ð1Þ
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wherein, p is the number of the minimum utility threshold of the automatic monitoring
data of motor vehicle pollutant emissions, siðtÞ is the statistical characteristic item of
the automatic monitoring data of motor vehicle pollutant emissions, aðhiÞ is the fuzzy
clustering measure of the automatic monitoring data of motor vehicle pollutant emis-
sions, and H is the automatic monitoring data set of motor vehicle pollutant emissions.
At this time, the data updating rules of automatic monitoring of motor vehicle pollutant
emissions meet.

Rð0Þ
s ¼

Xk
n¼0

RðnÞ
s ; dcn

D E
dcn þRðkþ 1Þ

s ð2Þ

According to the above analysis, the big data sampling analysis model of automatic
monitoring of motor vehicle pollutant emissions is constructed, the cloud computing
fusion of automatic monitoring of motor vehicle pollutant emissions is carried out by
using quantitative statistical analysis method, the grid distribution structure model of
automatic monitoring of motor vehicle pollutant emissions is constructed, and the
system design and information distributed reorganization of automatic monitoring of
motor vehicle pollutant emissions are carried out on the platform of cloud computing.
Improve big data’s management and information fusion ability for automatic moni-
toring of motor vehicle pollutant emissions [7].

3.2 Large-Data Feature Extraction for Automatic Monitoring
of Pollutant Discharge of Motor Vehicles

The quantitative statistical analysis method is used to carry out the cloud computing
fusion processing of automatic monitoring of motor vehicle pollutant emissions, and
the method of block feature criticism and template data analysis is used to carry out big
data information fusion and cluster analysis of automatic monitoring of motor vehicle
pollutant emissions. Combined with adaptive learning algorithm, the optimization
learning in the process of automatic monitoring of motor vehicle pollutant emissions is
realized, and the automatic monitoring ability of motor vehicle pollutant emissions is
improved [8]. The difference value of motor vehicle pollutant emission automatic
monitoring project score is analyzed, and the correlation feature extraction model of big
data, which is constructed for automatic monitoring of motor vehicle pollutant emis-
sion, is expressed as follows:

x ¼ x1; x2; . . .; xnð Þ
y ¼ F xð Þ ¼ f1 xð Þ; f1 xð Þ; . . .; fm xð Þð ÞT

�
ð3Þ

By adopting the self-adaptive learning algorithm, the optimized characteristic
matching of the automatic monitoring of the pollutant discharge of the motor vehicle is
carried out [9], and the characteristic matching set of the automatic monitoring of the
pollutant discharge of the motor vehicle is obtained as follows:
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RTTs ¼ ð1� aÞ � RTTs þ a� RTT ð4Þ

According to the difference control, the spatial ambiguity cluster analysis model of
automatic monitoring of vehicle pollutant emissions is established by adding the dif-
ference factor. The optimal value of ambiguity function Q of automatic monitoring of
motor vehicle pollutant emissions is as follows:

Opti ¼
Xm
k¼1

a�1
i akti;ka

�1
k ajtk;j ¼

Xm
k¼1

ti;ktk;j ¼ 1 i ¼ j
0 i 6¼ j

�
ð5Þ

By using the method of feature alignment, combined with the sampling time delay,
the global effective quantitative feature distribution set of automatic monitoring data of
motor vehicle pollutant emissions is extracted [10–12], and the limited data set of
automatic monitoring data of motor vehicle pollutant emissions is obtained as:

X ¼ fx1; x2; � � � ; xng � Rs ð6Þ

Wherein, the automatic monitoring data set of motor vehicle pollutant emissions
contains n samples, for sample xi, i ¼ 1; 2; � � � ; n. The quantitative relationship between
the process of automatic monitoring of motor vehicle pollutant emissions is obtained by
using the method of identifying related parameters.

h tð Þ ¼
X
i

ai tð Þejhi tð Þd t � iTSð Þ ð7Þ

The association rules of automatic monitoring data of motor vehicle pollutant
emissions are excavated. By using the method of autoregression analysis, the fuzzy
index set of the process of automatic monitoring of motor vehicle pollutant emissions is
obtained as follows:

K0 ¼ b 2 C : f ; dc0
� ��� ��� a: sup

c2C
f ; dc
� ��� ��( )

ð8Þ

By the analysis, a fuzzy information clustering and fusion method is adopted for
automatically monitoring the relevance feature extraction of the large data of vehicle
pollutant discharge, and the effective characteristic quantity of the automatic moni-
toring of the pollutant discharge of the motor vehicle is excavated, to improve the
adaptability of the automatic monitoring of the pollutant discharge of the motor
vehicle [13].
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4 Automatic Monitoring of Pollutant Discharge of Motor
Vehicle

Based on the analysis and feature extraction of big data of vehicle pollutant emission,
the vehicle pollutant emission is monitored automatically. In that method, a block
characteristic criticism and a template data analysis method are adopted to automati-
cally monitor large data information fusion and cluster analysis of vehicle pollutant
discharge, and the optimized monitoring index is RT1;RT2ð Þ, and the degree of fuzzy
clustering is RW , a fuzzy information clustering and fusion method is adopted to
sample the automatic monitoring data of vehicle pollutant discharge, and the fuzzy
degree function is obtained as follows:

Fj ¼
Xn
k¼1

Xkj; Qj ¼
Xn
k¼1

Xkj
� 	2 ð9Þ

The method comprises the following steps of: acquiring a sample set length of a
vehicle pollutant discharge automatic monitoring data flow time sequence of
fxðt0 þ iDtÞg, i ¼ 0; 1; . . .;N � 1 and motor vehicle pollutant discharge automatic
monitoring data by adopting a fuzzy association degree mining method, wherein the
sample set length is K. The fuzzy convergence control function for automatic moni-
toring of pollutant discharge of motor vehicle is as follows:

Mv ¼ w1
Pm�n

i¼1
ðHi � SiÞþMhw2

Pm�n

i¼1
ðSi � ViÞ

þw3
Pm�n

i¼1
ðVi � HiÞ

ð10Þ

Carrying out the correlation analysis of the automatic monitoring of the pollutant
discharge of the motor vehicle, obtaining the load of the automatic monitoring data of
the pollutant discharge of the motor vehicle as the Mh, the high-order statistical
characteristic distribution function is V , and the large data fusion scheduling of the
automatic monitoring of the pollutant discharge of the motor vehicle is carried out, the
statistical feature quantity of the obtained data fusion is as follows:

sðtÞ ¼ scðtÞej2pf0t ¼ 1ffiffiffiffi
T

p rectð t
T
Þej2pðf0tþKt2Þ=2 ð11Þ

The invention discloses a cloud computing quantitative characteristic decomposi-
tion function of automatic monitoring of pollutant discharge of a motor vehicle, which
comprises the following steps of:

f kð Þ ¼ f k � 1ð Þ � 1
n ; 1� k\n

1; k ¼ n

�
ð12Þ
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wherein, k represents the clustering center of distributed automatic monitoring of
vehicle pollutant emissions, and the optimized monitoring output function model is as
follows:

min
a

1
2

Pl
i¼1

Pl
j¼1

yiyjaiajK xi; xj
� 	�Pl

j¼1
aj

s:t:
Pl
j¼1

yjaj ¼ 0

0� aj � u xj
� 	

C; j ¼ 1; 2; . . .; l

9>>>>>=
>>>>>;

ð13Þ

According to the above analysis, a fuzzy information clustering and fusion method
is adopted to automatically monitor large data fusion of vehicle pollutant discharge,
and a binary structure combination method is adopted to carry out hierarchical clus-
tering, and the self-adaptability of the automatic monitoring of the pollutant discharge
of the motor vehicle is improved according to the clustering result [14].

5 System Software Development and Design

By adopting the RFID technology and the multi-mode VIX bus technology to carry out
the automatic monitoring information sampling of the pollutant discharge of the motor
vehicle, a large data characteristic analysis is carried out on the collected automatic
monitoring data of the pollutant discharge of the motor vehicle, and a communication
module is established [15], the bus transmission control and the remote communication
design of the vehicle pollutant discharge automatic monitoring system are carried out,
and the bus transmission and the optimization control of the vehicle pollutant discharge
automatic monitoring system are completed by the ARM chip controller, and the
overall design framework of the system is shown in Fig. 1.

In that B/S and the SOA framework system, the cross-compile control of the
automatic monitoring system of the emission of the motor vehicle is carried out, and
the information cross-compilation of the automatic monitoring system for the emission
of the vehicle pollutant is carried out by executing the “Make menuconfig” program,
the bus development of the automatic monitoring system of vehicle pollutant discharge
is carried out on the embedded Linux kernel platform.

6 Experimental Test Analysis

In order to test the application performance of this method in the automatic monitoring
of motor vehicle pollutant emissions, the simulation experiment is carried out with
Matlab and C tools. The kernel of the automatic monitoring system for motor vehicle
pollutant emissions is started based on B/S mode and SOA architecture technology, and
the software integration design of the automatic monitoring system for motor vehicle
pollutant emissions is carried out under the environment of Linux2.6.32 kernel.
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The output response of automatic monitoring of vehicle pollutant emissions is carried
out by the test system, and the results are shown in Fig. 2.
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Fig. 1. Overall framework of automatic monitoring system for motor vehicle pollutant
emissions
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Fig. 2. Output response of automatic monitoring of vehicle pollutant emissions
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According to the analysis Fig. 2, the method carries out the automatic monitoring
output response of the pollutant discharge of the motor vehicle, and the accuracy of the
automatic monitoring of the pollutant discharge of the motor vehicle is tested according
to different methods, the comparison result is shown in Table 1.

According to Table 1, the automatic monitoring accuracy of vehicle pollutant
emission in this paper can reach 99.9%, which is higher than that of the literature
method.

In order to further verify the effectiveness of the method in this paper, the error of
vehicle pollutant emission automatic monitoring results of the method in this paper, the
method in literature [3] and the method in literature [4] are compared and analyzed, and
the comparison results are shown in Fig. 3.

According to Fig. 3, the fitting degree between the auto monitoring results of
vehicle pollutant emission in this method and the auto monitoring results of vehicle
pollutant emission in actual test is 100%, while the auto monitoring results of vehicle
pollutant emission in literature [3] and literature [4] are quite different from the auto
monitoring results of vehicle pollutant emission in actual test, which shows that this
method has high vehicle pollution Automatic monitoring effect of material emission.

Table 1. Comparison of accuracy of automatic monitoring of vehicle pollutant emission

Iterations Proposed method Reference [3] Reference [4]

100 0.925 0.854 0.845
200 0.956 0.865 0.875
300 0.987 0.912 0.943
400 0.999 0.935 0.976

Fig. 3. Error comparison of monitoring results
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7 Conclusions

Because of the low precision of the traditional auto monitoring system, a design
method of auto monitoring system based on fusion algorithm is proposed. In this paper,
the database management platform of the automatic monitoring system for pollutant
discharge of motor vehicle is constructed, and the development and design of the
automatic monitoring system for pollutant discharge of motor vehicle are carried out by
using the method of big data analysis. The invention relates to a large-data sampling
analysis model for automatically monitoring the pollutant discharge of a motor vehicle,
in that method, a block characteristic criticism and a template data analysis method are
adopted to automatically monitor large-data information fusion and cluster analysis of
vehicle pollutant discharge, By means of the fuzzy information clustering and the
fusion method, the correlation feature extraction of the vehicle’s pollutant discharge is
automatically monitored, the effective feature quantity of the automatic monitoring of
the pollutant discharge of the motor vehicle is excavated, and the improvement of the
automatic monitoring algorithm for the pollutant discharge of the motor vehicle based
on the fusion algorithm is realized. By adopting the RFID technology and the multi-
mode VIX bus technology to carry out automatic monitoring information sampling of
the pollutant discharge of the motor vehicle, a large data characteristic analysis is
carried out on the collected automatic monitoring data of the pollutant discharge
amount of the motor vehicle, and a communication module and a cloud computing
platform are established, to realize the optimal design of the automatic monitoring
system for the pollutant discharge of the motor vehicle. In this paper, the output
stability of vehicle pollutant discharge automatic monitoring system is good and the
automatic monitoring accuracy of vehicle pollutant emission is high. Since the change
of traffic parameters is not considered in the research process, in the future research, the
law of vehicle pollution emission with the change of traffic parameters will be analyzed
by monitoring the emission data of low altitude vehicles on the road, and the model of
vehicle pollution emission factor will be constructed for different vehicle types, and the
model will be calibrated and tested.
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Abstract. Multi-heterogeneous sensor information fusion under traditional
technology conditions was slow, inaccurate, incomplete, and inconsistent, which
led to errors in data analysis and affect evaluation results. To this end, IoT
technology was used to study the multi-source heterogeneous sensor informa-
tion fusion method. Four methods of data acquisition, data abstraction and
access, feature fusion algorithm design of high attribute dimension data, and
feature level information fusion method were used to creatively change the
traditional operation method. The experiment proved that the IoT data infor-
mation presented new characteristics under the universal characteristics of the
Internet of Things, and used the high-level knowledge evolution mechanism of
the information resource development chain to study the state evolution of the
Internet of Things information in its life cycle. The mechanism was to customize
the guiding strategy for the integration of high-quality information in the
Internet of Things.

Keywords: Information fusion � Internet of Things � Multiple heterogeneous
sensors � Noumenon

1 Introduction

The concept of the Internet of Things originated from the Auto-ID Labs, which was
founded by the Massachusetts Institute of Technology (MIT) in 1999. The center hopes
to pass all the items through the RF by building a network radio frequency identifi-
cation (RFID) system. Identification and other sensing devices are connected to the
Internet to complete the intelligent identification and management of items [1]. The
initial Internet of Things was developed and developed with the background of the
logistics industry as its target. Based on radio frequency identification technology, it
realized the intelligent management of the logistics system [2]. With the rapid devel-
opment of science and technology, the connotation of the Internet of Things has been
further deepened. In 2005, at the World Summit on the Information Society (WSIS) in
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Tunis, the International Telecommunication Union (ITU: International Telecommuni-
cation Union) released the ITU Internet reports 2005 the Internet of things, which
officially defined the concept of “Internet of Things” and elaborated on it. The char-
acteristics of networking, related technologies, possible challenges and future global
market opportunities [3]. At present, related technologies and applications of the
Internet of Things include: intelligent industry, smart agriculture, intelligent logistics,
intelligent transportation, smart grid, environmental protection, security protection,
smart medical care and smart home. Even IBM and Google have launched a larger IoT
program: IBM’s Smarter Planet program and Google’s Internet of Planet program,
exploring large-scale application of the Internet of Things through cross-regional and
cross-industry joint research [4].

With the development of Internet of things technology, information fusion tech-
nology of Internet of things has made some achievements. Information fusion tech-
nology refers to the process of collecting, analyzing, refining and processing a large
amount of information data obtained by sensors according to certain rules and con-
ditions in a certain sequence by using computer information technology. Through the
information fusion technology, obtain the required accurate information data. It can be
said that information fusion is the process of refining and integrating a large number of
different information to obtain more refined and accurate data through information
fusion, providing information data support for certain decision-making needs or data
requirements. The main function of information fusion is to refine the information and
improve the availability of information. With the continuous development of the
information fusion technology, information fusion and widening applications from
military to civilian in the field of application of the Internet of things technology rapid
development today, but also plays an important role in information fusion technology,
under the circumstances of Internet of things technology multiple heterogeneous sensor
fusion method is studied.

2 IoT Multi-source Heterogeneous Sensor Information
Fusion Method

2.1 Raw Data Collection

Using the IRIS series of nodes, we deployed a sensor network that monitors the indoor
environment of the lab in three lab rooms, as shown in Fig. 1. The sensor node has a
temperature sensor, an air humidity sensor, an illumination sensor, an atmospheric
pressure sensor, etc. [5]. The data store uses experimental observations collected by
SQL Server 2008 storage.
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2.2 Data Abstraction and Access

TheD2RQplatform is an open source system that can establish a virtualmapping between
read-only RDF data and a relational database, thereby enabling query and access to data
existing in a relational database using RDF data access methods [6]. Based on a cus-
tomized description model of the target object, we use the D2RQ mapping language to
map the data in the relational database with the RDF type data. We first construct an
observation-based ontology description model based on the semantic sensor network
description model (W3C SSN Ontology) (as shown in Fig. 2). Table 1 shows the asso-
ciated attributes used by the ontology description model and their descriptions, and then
applies theD2RQmapping language to convert the collectedmonitoring data stored in the
relational database SQL Server 2008 into RDF data form for the next realization of the
foundation for annotation and abstraction of monitoring data.

As can be seen from the table, SPARQL is a query and acquisition protocol
developed for RDF data. It is the W3C recommendation for RDF data query on the
Internet [7]. We can use the SPARQL tool to query and integrate multi-source

Fig. 1. Device deployment extreme network topology

Table 1. Association properties between system models

Property name Explanation

ssn:observationResult Points to the time when the observation result
ssn:observedBy Points to a sensor which produced the observation
ssn:observedBy Points to the specific quality of the feature
eos:hasParent Points to the parent nodes
eos:hasBoard Points to the sensor board ID
ssn:hasValue Points to the actual value of the observation data
eos:roomBelong Points to the room ID which the nodes belong to
eos:unit Points to the measuring unit of the observation
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associated data information represented by resources, thus enabling further fusion of
multi-source heterogeneous data.

2.3 Feature Fusion Algorithm Design for High Attribute Dimensional
Data

In order to improve the efficiency of high-dimensional IoT data feature fusion calcu-
lation, we present an efficient algorithm [8].

Suppose the data fusion model is K, and the data fusion model has its standard
template feature vector, expressed as Z1; Z2; Z3; Z4; Z5. . .Zm, therefore, the length
between the unknown data fusion model vector X and the standard vector Zi of the Wi

model is:

Di Xð Þ ¼ d X; Zið Þ ¼ X � Zij j ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi

X � Zi
p n

X � Zið Þ ð1Þ

Where i ¼ 2; 4; 6; . . .K.
This algorithm is based on the idea of partitioning, cutting high attribute dimen-

sional data into data of relatively low attribute dimensions. Firstly, the data of these
relatively low attribute dimensions are processed, and then the necessary feature
attributes of the original high attribute dimensional data are calculated by using these
processing results to ensure that the obtained result is the same as the direct calculation
of the high attribute dimensional data directly [9].

lA Xð Þe�D xð Þ ð2Þ

Where

lA1 Xð Þ; lA2 Xð Þ;lA3 Xð Þ; lA4 Xð Þ ð3Þ

Based on this formula, the trust function is:
When lA Xð Þ ¼ a, then X belongs to the original data.
When lA Xð Þ ¼ b, then X belongs to third-party data.
When lA Xð Þ ¼ d, then X belongs to the basic data (Table 2).

Our algorithm is divided into four steps: data preprocessing and modeling, high-
dimensional data partitioning, nuclear attribute set calculation at all levels, and feature

Table 2. Differences in different sensor types (measurement unit: V/g)

a b c d e f
U 3 0.23 5.61 6.72 14.12 7.45
B 2 0.41 * 6.21 11.21 7.82
D 3.64 0.72 6.26 5.27 * 7.31
S 0.974 2 5.85 2 2 8
A 4 6.6 0.64 7 1 *
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selection calculation. The data preprocessing mainly ensures that the data information
collected by the sensor is comparable within the same kind of attributes through
methods such as quantization mapping and continuous data discretization method, so
that the data can reflect the corresponding distinguishing ability.

In order to improve the efficiency of high-dimensional dimension IoT data feature
fusion calculation, the algorithm is based on the idea of partitioning, and the data is cut
into data of relatively low attribute dimensions according to the division of high-
dimensional attributes. First, the data of these relatively low attribute dimensions are
processed, and then the necessary feature attributes of the original high attribute
dimensional data are calculated by using these processing results to ensure that the
obtained result is the same as that obtained by direct calculation [10].

2.4 Implement Feature Level Information Fusion

The key issue of feature-level information fusion is how to effectively correlate the
information describing the unified entity, and form an IoT view through data associ-
ation. The data association problem first arises from the uncertainty of multi-
information source transmission information and the uncertainty of multi-objective
decision-making environment under the network. The actual information collection
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Fig. 2. Schematic diagram of the algorithm
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system always has measurement and description errors inevitably, and lacks prior
knowledge of the monitored environmental entities. In the real-time multi-target
monitoring process, the measurement or description acquired by the same target on
multiple sources must have some similar characteristics due to the same physical
source. Such as from the same source, the description object name is the same, the time
or location is the same. At the same time, the characteristics of these descriptions and
measurements must not be exactly the same due to the angle of concern or the insta-
bility of the information collector’s own performance. The purpose of data association
is to use the similar features of the description to determine whether the measurements
or descriptions whose characteristics are not identical are derived from the same target,
thereby performing data association, constructing a complete description of the same
target, and forming an Internet of Things state. The dynamic view below is shown in
Fig. 3.

3 Experimental Results and Analysis

In order to ensure the effectiveness of the research on multi-source heterogeneous
sensor information fusion method under the Internet of Things technology, the
experimental demonstration was carried out. Two different types of target sensors were
selected for the multi-source heterogeneous sensor information fusion method under
the Internet of Things technology. In the experiment, the two types of sensors were
placed under the same conditions to observe the experimental objectives of different
methods and record the data at any time. Among them, the multi-source heterogeneous
sensor information fusion effect of different methods is shown in Fig. 4.
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Fig. 3. Dynamic view of the Internet of Things
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In Fig. 4, the traditional idea refers to the multi-source heterogeneous sensor
information fusion method based on statistics. Experimental data refers to the exper-
imental data which is closest to the actual value after the fusion of the two kinds of
sensor information, through multiple comparisons, screening and improvement.
Analysis of the above figure shows that the information fusion results of traditional
ideas far deviate from the experimental data, and the information fusion results of this
method are close to the experimental data, so it can be shown that the information
fusion precision of this method is high, and the actual application effect is better.

On the basis of the above experiments, the time of information fusion is compared,
and the experimental results are shown in Fig. 5.
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The shorter the time of information fusion, the higher the efficiency of information
fusion, which can realize multi-source heterogeneous sensor information fusion in a
short time. According to Fig. 5, the information fusion time of traditional ideas varies
between 6.8 s and 8.0 s, while the information fusion time of the method in this paper
is. With the change between 07 s–1.2 s, the information fusion time is far lower than
the traditional thought, which indicates that this method can realize the information
fusion of multi-source and heterogeneous sensors in a relatively short time, and the
information fusion efficiency is high. The method has low information fusion time
because this method adopts data acquisition, data extraction and access, high attribute
dimensional data fusion algorithm design, characteristics of four kinds of methods,
such as information fusion, creatively changed the traditional operation method,
improve the effect of information fusion at the same time improve the efficiency of
information fusion.

4 Conclusion

This paper mainly studies the multi-source heterogeneous sensor information fusion
method under the Internet of Things technology, which can effectively obtain infor-
mation resources from multi-source heterogeneous sensors by using Internet of Things
technology. The identification and fusion of information resources to help us obtain
more meaningful multi-source heterogeneous sensor information provides a valuable
means for us to develop a fusion method for multi-source heterogeneous sensor
information resources.

Through the elaboration and research and analysis of this paper, we can know that
the research on multi-source heterogeneous sensor information fusion method under
IoT technology has obvious and far-reaching significance. Even though the multi-
source heterogeneous sensor information fusion method under the Internet of Things
technology has made some obvious progress in recent years, there are still many
research gaps waiting for us to explore. In this regard, we must be brave in innovation,
aggressive, and strive to acquire and study the multi-source heterogeneous sensor
information fusion method under the Internet of Things technology. Thereby obtaining
effective resource information, and thus better serving the multi-source heterogeneous
sensor information fusion business under the Internet of Things technology in China.
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Abstract. For the sake of improving the optimal management and dispatching
ability of Guangdong-Hong Kong-Macao Greater Bay Area’s economy, it is
essential to optimize and predict the growth trend of the Greater Bay Area’s
economy, put forward the optimization prediction method of the Greater Bay
Area economic growth trend based on 3500 mining, and construct the economic
growth model of statistical sequence distribution. Big data mining method is
chosen to model the big data statistical information of the area’s economic
growth, extract the characteristic quantity of the association rules of the big data
economic growth trend, use the fuzzy fusion clustering method to carry on the
automatic clustering processing to the economic growth trend, and establish the
optimal iterative model of the prediction of the economic growth trend. Com-
bined with adaptive optimization algorithm, the Greater Bay Area’s economic
growth trend is optimized and predicted. The simulation outputs show that the
method has good adaptability to predict economic growth trend of the area we
talked about, and has high accuracy in predicting growth trend, which improves
the adaptive scheduling and management ability of the economy in the bay area.

Keywords: Guangdong-Hong Kong-Macao Greater Bay Area � Economic
growth � Big data mining � Trend analysis

1 Introduction

It is of great significance to study the economic growth trend of the bay area of
Guangdong, Hong Kong and Macao [1, 2]. The prediction algorithm of the economic
growth trend and the prediction algorithm based on the Markov model are proposed.
However, the fuzzy degree of the method is large, and the adaptability of the prediction
process is not good enough. To consider the above problems, based on big data mining,
this paper suggests a prediction method to the economic growth trend of bay area, and
constructs a statistical sequence distribution model for the growth trend of bay area
economic [3, 4]. Using big data mining method, this paper builds a big data statistical
information model for the economic growth trend of the Greater Bay Area, extracts the
characteristics of the relevant laws of the economic growth trend and uses the fuzzy big
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data fusion clustering method to automatically cluster the economic growth, and
establishes the big bay optimal iteration model for the prediction of the economic
growth trend, and the economic trending of the bay area is predicted. Combined with
the adaptive optimization algorithm, the optimization of Guangdong and Macao region
is implemented. Finally, the performance of improving the prediction ability of eco-
nomic growth trend of Guangdong, Hong Kong and Macao region is verified by
simulation experiment.

2 Analysis on the Trending of Regional Economy in the Area
of Hong Kong and Macao

This paper sets up an information management model of the economy of the Hong
Kong, Macao and Guangdong area, and the economic growth trend of that region is
optimized, and the automatic dispatching and information management capability of
the economy in the Hong Kong and Macao is improved. On the basis of the opti-
mization and prediction of the economic trend in the big bay area, the paper analyses
and analyzes the big data of the economy in the district. It is greatly significant to study
the trend of the bay area’s economic growth. The distribution is shown in Fig. 1.

2.1 Shortcomings of Guangdong-Macao-Hong Kong Greater Bay Area’s
Regional Economy

The Greater Bay Area of Guangdong, Macao and Hong Kong gave full play to the
geographical advantages of coastal areas and made great progress in the early stage of
reform and openness. At the same time, it also led to the improvement of the economy
in the surrounding areas to varying degrees. However, due to the limitations of innate
regional conditions, the development of the bay district also has many deficiencies,

Fig. 1. Guangdong-Hong Kong-Macao Greater Bay Area’s distribution
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mainly manifested in: first, the industrial structure of different areas is increasingly
convergent. Repeat the low level of construction and other problems, resulting in waste
of resources, resulting in low economic benefits. The second is the regional poverty [5].
Although the economy of that region is relatively developed, there are still some areas
where the economy is backward and the infrastructure construction is seriously lagging
behind, which leads to the poverty of the whole region, the imperfect industrial
structure, and the lack of motivation for development. Third, the gap between different
regions is further widened, which leads to different geographical regions driven by
interests to form different forms of local protection barriers, which increases the dif-
ficulty of forming the overall market of economic development.

2.2 The Influences of the Economic Development in the Region of Hong
Kong and Macao

By analyzing the bay region’s economic development, we can conclude that the main
influences of the regional economic development are as follows: first, the coordination
mechanism between different geographical regions still has great disadvantages,
including the ecological compensation mechanism and the resource development
mechanism, in which the ecological mechanism is not perfect, and the compensation
theory is not systematic, coupled with the lack of unity of the standards of ecological
compensation. As a result, there are great differences in many aspects of compensation,
so that the consensus of compensation cannot be formed, the mechanism of resource
development is not perfect, the overall value of resource products is low, there is great
uncertainty in price, and the abundance of resources cannot be transformed into the
driving force of economic development. Second, there is a lack of overall planning in
the management policies of different regions, and there is no pertinence in formulating
the economic policies of the region. Even when the specific regional planning is issued,
there is a lack of clear development direction and development goals, which affects the
regional economic development [6].

3 Construction and Feature Analysis of Statistical Big Data
Model

3.1 Statistical Big Data Modeling of the Economic Growth in the Bay
Area of Guangdong, Hong Kong and Macao

To predict the trending of regional economic growth, the statistical sequence analysis
and adaptive big data mining are used to design the prediction algorithm. Firstly, it is
critical to construct the statistical sequence analysis model, and to use the interactive
information scheduling model to sample the growth trend [6]. The specific process is
shown in Fig. 2.
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According to the results of information collection, the automatic prediction is
carried out, and the statistical sequence distribution model is constructed [7]. The big
data mining is used to predict the big data economic growth trend adaptively. Com-
bined with the parameter aggregation analysis way, the nonlinear statistical analysis
model nd is described by statistical time series.

xn ¼ xðt0 þ nDtÞ ¼ h½zðt0 þ nDtÞ� þxn ð1Þ

In the formula, hð:Þ is the scalar distribution sequence according to the previous
statistical results, which is a multivariate quantitative value function, and xn is the
measurement error of Guangdong-Hong Kong-Macao Greater Bay Area’s economic
growth trend prediction. It is assumed that the time series monitored by a given amount
is expressed as follows:

U ¼ fU1;U2; � � � ;UNg ð2Þ

In which, Ui is a random variable whose dimension is d-dimension, a regression
analysis model of prediction in the region is constructed by using a statistical analysis
method, The statistical data of the economic growth trend in the large-bay area of
Guangdong-Hong Kong-Macao Greater Bay Area has formed a fuzzy rough set in the
three-dimensional space [8].
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great gulf

Fuzzy clustering fusion is 
used to cluster data

Univariate analysis of 
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the data

The adaptive optimization 
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Fig. 2. The regional economic trending analysis flow chat based on big data mining
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The above formula represents the randomly sampled scalar sequence. Combined
with the fuzzy information fusion method, the sampling results of statistical sequence
are obtained as follows:

X ¼ K½s1; s2; � � � sK �n ¼ Kðxn; xn�s; � � � ; xn�ðm�1ÞsÞ ð3Þ

Wherein, K ¼ N � ðm� 1Þs represents the subspace clustering dimension of sta-
tistical sequence, which is a time delay. According to the above information flow
model, it provides an accurate data analysis basis optimization prediction [9].

3.2 Statistical Characteristic Analysis

The statistical sequence distribution model of the economic growth trend is built, the
large data statistical modeling is carried out by adopting a large data mining method,
the economic growth trend prediction model is established, the discrete characteristic
component of the economic demand information is si ¼ ðxi; xiþ s; � � � ; xiþðm�1ÞsÞT , the
above formula is a group of short-time discrete information distribution set, and in the
embedded space of the economic growth trend prediction [10], the distribution function
of the state-set distribution function is shown as follows:

dzðtÞ
dt

¼ FðzÞ ð4Þ

Combined with the above formula, the effective probability density is higher by
selecting the appropriate m and s. At this time, the statistical regression analysis
probability density characteristics are expressed as follows:

R1 ¼ fX1;X2;X3; � � � ;XdgT ð5Þ

By using the continuous descriptive statistical analysis method, multiple compar-
ative analysis was carried out to obtain the correlation function:

RT
1R1 ¼ fX1;X2; � � � ;XmgfX1;X2; � � � ;XmgT ð6Þ

Set up a meter to calculate the best characteristic decomposition value. The char-
acteristic decomposition expression of the prediction is as follows:

RT
1R1 ¼ V1

X
1V

T
1 ð7Þ

The fuzzy analogy of the economic forecast is expressed as follows:

RT
2R2 ¼ V2

X
2V

T
2 ð8Þ

R2 ¼ fXdþ 1;Xdþ 2; � � �XdþmgT ð9Þ
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RT
2R2 ¼ fXdþ 1;Xdþ 2; � � �XdþmgfXdþ 1;Xdþ 2; � � �XdþmgT ð10Þ

In the formula, the wide area characteristic components of the prediction are
expressed as follows:

V ¼ ½V1;V2; � � � ;Vm� 2 Rm�m ð11Þ

On the basis the analysis of variance of univariate, according to the evolution
characteristics of load value Xm and Xk, the predicted load is Xmþ 1 and Xkþ 1.

4 Optimization of Guangdong-Hong Kong-Macao Greater
Bay Area’s Economic Growth Trend Prediction Algorithm

4.1 Extracting the Features from Relevance Rules

The mean of big data mining is used to model the economic development by big data
statistical big data, and the association rules’ characteristic quantity is extracted [11].
The association characteristics of the growth trend at the level of salience are repre-
sented as:

Wxðt; vÞ ¼
Z þ1

�1
Xðvþ n=2ÞX�ðv� n=2Þej2pntdn ð12Þ

Taking the quantitative average value of the persistent statistical value, the fol-
lowing are obtained:

Ex ¼
Z þ1

�1

Z þ1

�1
Wxðt; vÞdtdv ð13Þ

Wherein, Wxðt; vÞ represents the decisive factor of the economic demand forecast:

Z þ1

�1
Wxðt; vÞdt ¼ XðvÞj j2

Z þ1

�1
Wxðt; vÞdv ¼ xðtÞj j2

8>>><
>>>:

ð14Þ

On the basis of a comprehensive analysis, the correlation rule feature extraction is
carried out, and the automatic prediction of the economic growth trend is carried out
according to the feature extraction results [12].

4.2 Fuzzy Clustering and Adaptive Prediction

On the basis of extracting the characteristics of association rules, the fuzzy data fusion
clustering method is set to automatically cluster the regional economic growth [13, 14],
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and the univariate variance analysis is made use of analyzing the orthogonal eigen-
vector solution [15, 16]. It is assumed that the single component of the growth trend is
unknown, and the results are as follows:

VVT ¼ IM ð15Þ
X

¼ diagðr1; r2; � � � ; rmÞ 2 Rm�m ð16Þ

Under the constraint of surplus probability, the order of eigenvalues is as follows:

r1 [ r2 [ r3 [ � � � [ rsþ 1 [ rm ð17Þ

Under the evolutionary game, the new characteristic sequence of trending forecast
is:

Xmþ 1ðmÞ ¼ Xkþ 1ðmÞ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðdmð0Þek1 þÞ2 � Pm�1

i¼1
½Xmþ 1ðiÞ � Xkþ 1ðiÞ�2

s
ð18Þ

A new group of time series yk , which replaces regional economic growth trend, is
produced, and the forecast results are as follows:

Dk ¼ Dk�1 � N2
k�1=Dk�1 ð19Þ

/kk ¼ Nk=Dk ð20Þ

/kj ¼ /k�1;j � /kk:/k�1;k�j ð21Þ

An initial value N (0, 1), is generated in the Gaussian distribution N (0, 1) to realize
the improved design of prediction algorithm [17, 18].

5 Analysis of Experiment Results

In the sake of testing the application performance in the prediction of the economic
growth, the experimental analysis is carried out, and the trending prediction simulation
is carried out with SPSS statistical analysis software and Matlab simulation software.
The descriptive statistical analysis is used to compare and analyze the linear proportion.
The analysis results are shown in Table 1.

Table 1. Results of the multiple comparative analysis based on the annual

Year 2009–2012 2013–2016 2017–2019

2009–2012 1 – –

2013–2016 0.043 1 –

2017–2019 0.056** 0.018* 1

Note: * indicates significant at 0.05 level.
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According to the results of the above comparative analysis, it is found that the
annual surplus has a significant impact on the economic, but it is not a decisive factor.
On this basis, the descriptive statistical analysis is carried out, and the results are shown
in Table 2.

According to the above descriptive statistical analysis results, the statistical analysis
value is shown in Fig. 3.

According to the statistical analysis results of Fig. 3, the prediction is realized, and
the prediction accuracy is tested. The comparative results are shown in Fig. 3. The
analysis of Fig. 4 shows that the prediction of the Greater Bay Area economy by using
this method is more accurate.

Table 2. Results of continuous descriptive statistics

Year Sample number Standard deviation Max value Min value Average value

2014 478 0.343 467.89 12.86 42.32
2015 346 0.256 547.86 24.56 44.56
2016 578 0.578 326.45 27.54 76.76
2017 865 0.437 655.68 45.65 76.78
2018 546 0.785 544.67 35.32 65.98
2019 489 0.893 543.45 43.45 56.75

Fig. 3. Statistical Analysis Results of the prediction of the Economic Growth Trend in the
district.
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6 Conclusions

Based on the optimization and prediction of the economic growth trend of Guangdong-
Hong Kong-Macao Greater Bay Area, the automatic dispatching and information
management ability of the economy in Guangdong and Macao is improved. In this
paper, the economic growth trend optimization and prediction with big data mining is
put forward. Through the phase space reconstruction, the correlation statistical
sequence distribution of the economic growth trend prediction of the Greater Bay Area
is obtained, and the large-data statistical large-data modeling of the economic growth
trend of the big bay region is carried out by adopting a large data mining method. With
the fuzzy large-data fusion clustering way, the trending is automatically clustered, and
the orthogonal feature vector solution analysis of the economic growth trend is carried
out by using the variance analysis method of the single variable. And by using fusion
clustering, the trend of economic in the large-bay area of the three districts is auto-
matically cluster-treated by means of the fuzzy large-data fusion clustering method, and
the optimization and prediction of the economic growth trend of the region of Hong
Kong and Macao are realized by using the self-adaptive optimization algorithm. The
outcomes show that the adaptive scheduling and management ability of the economic
growth trend of the bay region of Guangdong, Hong Kong and Macao is better, the
prediction accuracy is higher, and the self-adaptive scheduling and management ability
of the large-bay district is improved.

Acknowledgements. Supported by Guangdong Provincial Philosophy and Social Sciences
“13th Five-Year Plan” 2018 Project: “Guangdong-Hong Kong-Macao Greater Bay Area ‘One
Country, Two Systems, Three Levels and Four Cores’ Fusion Development Study” (Approval
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Abstract. China realize the sustainable development of socialism, and promote
the integration and development of Guangdong, Hong Kong, Macao and the
Gulf region. This paper analyzes the development path of the urban agglom-
eration in Da Wan District of Guangdong, Hong Kong and Macao under the
backdrop of big data. A statistical sequence distribution model of the GDP index
of the city group development in the Big Gulf Region of These city is con-
structed, the big data statistical information model of the GDP index of the city
group development in the Big Gulf Region of These city is built by using a big
data mining method, the association rule characteristic quantity of the GDP
index of the city group development in the Big Gulf Region of These city is
extracted, the big data of the GDP index of the city group development in the
Big Gulf Region of These city under the big An optimization iteration model for
the prediction of the GDP index for the development of the large bay area urban
agglomeration in These city is established. Under the backdrop of big data, the
development path analysis and adaptive adjustment of the large bay area urban
agglomeration in These city are carried out to realize the analysis and opti-
mization of the development path of the large bay area urban agglomeration The
simulation results show that the prediction accuracy of the GDP index of These
city and the gulf city assembly development is high, and the adaptability and
convergence of the GDP index prediction of These city and the gulf city
assembly development are improved.

Keywords: Big data backdrop � Big Gulf Region � Urban agglomeration �
Development path � GDP

1 Introduction

In the Hong Kong Bay and Macao Bay, and including Hong Kong, Macao and
Guangdong, it shows a state of strong economic vitality and is also in the leading
position in the overall development of the country. General secretary Xi Jinping has also
pointed out that “promoting the construction of Guangdong, Hong Kong, Macao and the
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great bay area” is a major national development strategy and the only way to achieve
sustainable socialist development [1]. These areas are located along the coast and have a
sound system of port groups, it is an important one in the “one belt, one road initiative”.
It is an important shipping route between the Pacific Ocean and the Indian Ocean, with a
developed shipping industry and marine economy. According to the statistics of the
World Shipping Union, in 2016, three of the world’s top 10 container ports will come
from Guangdong, Hong Kong, Macao and the Bay Area (Shenzhen, Hong Kong and
Guangzhou), with a total container throughput of 61.49 million containers, which is
about Four point five times the total of the world’s three Bay Areas. Among them,
Shenzhen and Hong Kong are mainly oriented to overseas trade while Guangzhou is
mainly oriented to domestic trade, thus making the task divide clear in the ports in the
Bay Area and forming a complete shipping industry chain. The Bay Area of These three
cities can be divided into three major combinations: Guangzhou-Foshan-Zhao Eco-
nomic Circle with Guangzhou as its core in the north, Shenzhen-Dongguan-Hui Eco-
nomic Circle with Shenzhen as its core in the east, and Zhuhai-Hong Kong-Macao
Economic Circle with Hong Kong as its core in the south. No matter which coastal city
has its own focus on its pillar industries. For example,Guangzhou’s main industries are
advanced manufacturing industry, high-tech industry and modern service industry,
Shenzhen is dominated by high-tech industries, Hong Kong is dominated by financial
and technological service industries, Zhuhai is mainly developing strategic emerging
industrial industries, power energy industries and household electrical appliances, while
Jiangmen is characterized by modern agriculture [2].

With the continuous progress of the construction of the Big gulf city assembly. In
this paper, the third city, especially the megalopolis in the Great Bay area, is men-
tioned, and the management of them is becoming more and more refined. The
development of coastal cities is reflected in GDP indicators, so the information man-
agement and scheduling of GDP indicators is particularly important for other sectors
under the backdrop of big data, to establish an information management model for the
GDP index for a study on the development of urban agglomerations in the Gulf region
mentioned in this paper under the backdrop of big data, and to predict the GDP index
for Under the backdrop of big data, the characteristics of the GDP index for the
development of the Big gulf city assembly in these three cities are analyzed and self-
adaptive prediction is carried out to improve the autonomy of the GDP index for the
development of the Big gulf city assembly in these three cities under the backdrop of
big data, the optimal scheduling model for the Big gulf city assembly in these three
citiese is studied, the informatization management model for the Big Gulf Region Hong
Kong Guangdong macao city group is established, and the prediction ability of the
GDP index for This paper makes an analysis of the GDP index of the urban
agglomeration in the Big Gulf Region of Guangdong, Hong Kong, Macao under the
backdrop of Internet Age and analyzes the deviation of the GDP index of the urban
agglomeration in the Big Gulf Region of Guangdong, Hong Kong, Macao under the
backdrop of big data. This paper puts forward an analysis model of the development
path of the urban agglomeration in the Big Gulf Region of Guangdong, Hong Kong,
Macao under the backdrop of big data. The statistical sequence distribution model of
the develop the economy growth index of the Big Gulf Region Hong Kong Guangdong
macao city group, Macao is established, and the optimization iteration model of the
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develop the economy growth index prediction of the Big Gulf Region Hong Kong
Guangdong macao city group is established [3–5]. The prediction of the develop the
economy growth index of the Big Gulf Region Hong Kong Guangdong macao city
group is realized by combining the adaptive optimization model, and the development
path analysis and adaptive adjustment of the Big Gulf Region Hong Kong Guangdong
macao city group are carried out in this context, Through the simulation test, it is
proved that this method has the superiority in improving the system analysis ability
development path of the urban agglomeration in the Da Wan District of Guangdong,
Hong Kong, Macao [6].

2 Statistical Information Model Construction and Feature
Analysis

2.1 Statistical Information Modeling of GDP Index for Urban
Agglomeration Development in Big Gulf Region of Guangdong, Hong
Kong, Macao

In order to realize the prediction of the GDP index of the city group development in the
Big Gulf Region of Guangdong, Hong Kong, Macao, linear regression analysis and test
statistical analysis methods are adopted to analyze the characteristics of the GDP index
of the city group development in the Big Gulf Region of Guangdong, Hong Kong,
Macao. combined with data tracking analysis method, the prediction pattern design of
the GDP index of the city group development in the Big Gulf Region of these three
cities is carried. Firstly, the statistical sequence analysis model of the GDP index of the
city group development in the Big Gulf Region. An interactive information scheduling
model is used to analyze the statistical characteristics of the GDP index of the urban
agglomeration development in the Big Gulf Region of Guangdong, Hong Kong,
Macao. according to the distributed scheduling results of the GDP index information of
the urban agglomeration development in the Big Gulf Region of these three citiese, the
characteristic detection and optimal scheduling of the GDP index of the urban
agglomeration development in the Big Gulf Region of these three citiese are carried out
under the backdrop of big data, and a statistical sequence distribution model of the
GDP index of the urban agglomeration development in the Big Gulf Region of
Guangdong Using data tracking analysis method to carry out the adaptive prediction of
the GDP index of these three citiese Big gulf city assembly development, using fuzzy
correlation characteristic clustering analysis method to carry out statistical analysis and
adaptive clustering, the non-linear statistical analysis model of the GDP index of these
three citiese Big gulf city assembly development is described as follows:

xn ¼ xðt0 þ nDtÞ ¼ h½zðt0 þ nDtÞ� þxn ð1Þ

In the formula, hð:Þ is the information association characteristic detection method,
carries on These Gulf city complexes develop the economy growth index characteristic
scalar distribution sequence, obtains a big data backdrop Guangdong-Hong Kong-
Macao Greater Bay Area urban agglomeration develop the economy growth index
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multivariate quantity value function, xn is the measurement error to These Gulf city
complexes develop the economy growth index forecast. Suppose that the time series of
These Gulf city complexes develop the economy growth index is expressed as:

U ¼ fU1;U2; � � � ;UNg ð2Þ

Wherein, Ui is a random variable with dimension d. A regression analysis model
for predicting the GDP index of Guangdong, Hong Kong, Macao and the gulf city
assembly development is established by using descriptive statistical analysis method. In
the d-dimensional phase space, M is the characteristic distribution function of asso-
ciation rules of DF dimension and a fuzzy function on h. The statistical data of the GDP
index of these three citiese and the gulf city assembly development form a fuzzy rough
set in the dimensional phase space. Using multiple linear regression analysis method,
the probability density function of distributed prediction of the GDP index of these
three citiese and the gulf city assembly development is obtained as follows:

pðU Hj Þ ¼
XK
k¼1

akGðU uk;
X

k

��� Þ ð3Þ

H ¼ a; u;
Xh i

ð4Þ

Wherein, ak � 0,
PK
k¼1

ak = 1, and:

GðU lk;
X

k

��� Þ ¼ ð2pÞ�d=2
X

k

��� ����1=2

� exp � 1
2
ðU � ukÞT

X�1

k
ðU � ukÞ

� � ð5Þ

Among them, GðU lk;
P

kj Þ is the sample regression analysis value of the develop
the economy growth index of these three citiese Big gulf city assembly under the
backdrop of big data, pðU Hj Þ it is the weighted value of the random probability density
function, and by adopting the characteristic space clustering analysis method [7–9], it is
obtained that the correlation statistical sequence distribution of the develop the econ-
omy growth index prediction of these three citiese Big gulf city assembly meets the
following requirements:

CWlM
min ¼ CWlM�1

min � ð1þDlM�1Þv
¼ CW0

min � ð1þDl0Þv � ð1þDl1Þv � � � � � ð1þDlM�1Þv
¼ CW0

min � ½ð1þDl0Þ � ð1þDl1Þ � � � � � ð1þDlM�1Þ�v
ð6Þ

Wherein
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½ð1þDl0Þ � ð1þDl1Þ � . . .� ð1þDlM�1Þ�
� ðð1þDl0 þ 1þDl1 þ � � � þ 1þDlm�1Þ

�
MÞM

¼ ð1þDÞM
ð7Þ

The above formula represents the scalar sequence of the GDP index of these three
citiese and Big gulf city assembly based on fuzzy information sampling. Combining
with the fuzzy information fusion method, the statistical sequence sampling results of
the GDP index of these three citiese and Big gulf city assembly are as follows:

X ¼ K½s1; s2; � � �sK �n ¼ Kðxn; xn�s; � � � ; xn�ðm�1ÞsÞ ð8Þ

Wherein, K ¼ N � ðm� 1Þs represents the subspace clustering dimension of the
GDP index of the Big Gulf Region these three citiese’s city group Big Gulf Region,
and SD is the time delay. From the above, a big data analysis model for forecasting the
GDP index of the Big Gulf Region these three citiese’s city group Big Gulf Region is
established, and the development path analysis of the Big Gulf Region these three
citiese’s city group under the big data backdrop is carried out in combination with the
analysis results of the big data characteristics [10].

2.2 Analysis on Characteristics of GDP Index for Urban Agglomeration
Development

The trust perception method is used to model the big data statistical information of the
develop the economy growth index of the Big Gulf Region these three citiese’s city
group. The association rule characteristic quantity of the develop the economy growth
index of the Big Gulf Region these three citiese’s city group is extracted [11]. The
association characteristic of the develop the economy growth index of the Big Gulf
Region these three citiese’s city group Big Gulf Region on the significance level is
expressed as follows:

Wxðt; vÞ ¼
Z þ1

�1
Xðvþ n=2ÞX�ðv� n=2Þej2pntdn ð9Þ

In the above formula, n is the fuzzy attenuation coefficient of the develop the
economy growth index of the Big Gulf Region these three citiese’s city group Big Gulf
Region under the backdrop of big data, X is the statistical characteristic value of the
develop the economy growth index of the Big Gulf Region these three citiese’s city
group Big Gulf Region, indicating that taking complex conjugate, the quantitative
average value of the develop the economy growth index of the Big Gulf Region these
three citiese’s city group Big Gulf Region is analyzed, and the following results are
obtained:

Ex ¼
Z þ1

�1

Z þ1

�1
Wxðt; vÞdtdv ð10Þ
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Wherein,Wxðt; vÞ indicates the decisive factor for the development of GDP index in
the Big gulf city assembly of Guangdong, Hong Kong, Macao Big Gulf Region under
the backdrop of big data. fuzzy clustering is carried out on the constraint characteristics
of GDP index in the Big gulf city assembly of Guangdong, Hong Kong, Macao Big
Gulf Region under the backdrop of big data, and the significant difference value is
satisfied:

Z þ1

�1
Wxðt; vÞdt ¼ XðvÞj j2Z þ1

�1
Wxðt; vÞdv ¼ xðtÞj j2

8>>><
>>>:

ð11Þ

In the above formula, XðvÞj j indicates the association rule item for the prediction of
the GDP index of the city group development in the Big Gulf Region of Guangdong,
Hong Kong, Macao Big Gulf Region. through statistical analysis results, the scalar
sequence of the GDP index of the city group development in the Big Gulf Region of
Guangdong, Hong Kong, Macao Big Gulf Region is obtained. fxðt0 þ iDtÞg,
i ¼ 0; 1; � � � ;N � 1, the relative characteristic distribution set of the GDP index of the
city group development in the Big Gulf Region of Guangdong, Hong Kong, Macao Big
Gulf Region is:

X ¼ ½s1; s2; � � �sK �n ¼ ðxn; xn�s; � � � ; xn�ðm�1ÞsÞ ð12Þ

Wherein, K ¼ N � ðm� 1Þs is the orthogonal feature vector for the prediction of
GDP index of the city group in the Big Gulf Region of Guangdong, Hong Kong,
Macao Big Gulf Region. s is the time delay for sampling the statistical information of
GDP index of the city group in the Big Gulf Region of Guangdong, Hong Kong,
Macao Big Gulf Region. m is the fuzzy clustering dimension and si ¼ ðxi; xiþ s; � �
�; xiþðm�1ÞsÞT is a group of univariate distribution sequences. From the above, the
association rule data collation of the develop the economy growth index of Guangdong,
Hong Kong, Macao and Big Gulf urban agglomeration is carried out, and the economic
development prediction is develop according to the feature extraction outcome [12].

3 Analysis of Development Path of Urban Agglomeration
in Big Gulf Region of Guangdong, Hong Kong, Macao Big
Gulf Region

3.1 Trust Model for Forecasting GDP of Urban Agglomerations in Da
Wan District of Guangdong, Hong Kong, Macao Big Gulf Region

An optimization iteration model for predicting the GDP index of the city group
development in the Big Gulf Region of these three citiese Big Gulf Region is estab-
lished, and the prediction of the GDP index of the city group development in the Big
Gulf Region of these three citiese Big Gulf Region is realized by combining an
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adaptive optimization model. on the basis of extracting the characteristic quantity of
association rules of the GDP index of the city group development in the Big Gulf
Region of these three citiese Big Gulf Region, fuzzy clustering method is adopted to
process the big data of the GDP index of the city group development in the Big Gulf
Region of Guangdong, Hong Kong, Using the method of univariate evolutionary
cluster analysis, the orthogonal eigenvector solution analysis of the develop the
economy growth index of these three citiese and Da Wan District Urban Agglomer-
ation is carried out. Assuming that the single component of Xmþ 1 is unknown, the
characteristic decomposition model of the develop the economy growth index of these
three citiese and Da Wan District Urban Agglomeration is obtained as follows:

VVT ¼ IM ð13ÞX
¼ diagðr1;r2; � � �; rmÞ 2 Rm�m ð14Þ

VVT ¼ IM ð15ÞX
¼ diagðr1;r2; � � �; rmÞ 2 Rm�m ð16Þ

The above formula is the continuous statistical characteristic quantity of the
extracted RTR sampling sequence of the develop the economy growth index infor-
mation of the Big Gulf Region these three citiese’s city group Big Gulf Region [13].
Under the constraint of surplus probability, the order relation of the distribution
characteristic values of the develop the economy growth index of the Big Gulf Region
these three citiese’s city group Big Gulf Region is as follows:

r1 [ r2 [ r3 [ � � � [ rsþ 1 [ rm ð17Þ

Under the evolutionary game, the new characteristic sequence of the GDP index
forecast for the urban agglomeration development in Guangdong, Hong Kong, Macao
Big Gulf Region is as follows:

Xmþ 1ðmÞ ¼ Xkþ 1ðmÞ

	
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðdmð0Þek1 þÞ2 � Pm�1

i¼1
½Xmþ 1ðiÞ � Xkþ 1ðiÞ�2

s
ð18Þ

Under the condition of local stability analysis, the quantitative prediction value of
the GDP index for the development of the these three citiese’s city group Big Gulf
Region is as follows:

xðtnþ 1Þ0 ¼ Xmþ 1ðmÞ ð19Þ

The expected value mk and the standard deviation ek in the Gaussian self-similarity
process of the develop the economy growth index sequence of the big bay city group of
these three citiese Big Gulf Region are set to N0 = 0, D0 = 1. after the phase space
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reconstruction of k ¼ 1; 2; � � � ; n� 1, the big data of the develop the economy growth
index of the big bay city group of these three citiese Big Gulf Region under the big data
backdrop are processed by fuzzy clustering method [14]. An optimized iteration model
for forecasting the GDP index of the city group development in the Big Gulf Region of
these three citiese Big Gulf Region is established, and a set of new time series is
generated to replace the GDP index of the city group development in the Big Gulf
Region of these three citiese Big Gulf Region. The predicted results are as follows:

Dk ¼ Dk�1 � N2
k�1=Dk�1 ð20Þ

/kk ¼ Nk=Dk ð21Þ

/kj ¼ /k�1;j � /kk:/k�1;k�j ð22Þ

An initial value is generated in the Gaussian distribution N(0,1) of the GDP index
of the urban agglomeration development in the bay area of these three citiese Big Gulf
Region, and trust perception and profit prediction are carried out by combining the
fuzzy trust perception method.

3.2 Deviation Estimation of GDP Index Forecast for Urban
Agglomeration Development in Da Wan District of Guangdong,
Hong Kong, Macao Big Gulf Region

A statistical sequence distribution model of the develop the economy growth index of
the Big gulf city assembly of these three citiese Big Gulf Region is constructed, a big
data statistical information model of the develop the economy growth index of the Big
gulf city assembly of these three citiese Big Gulf Region is built by adopting a big data
mining method, a prediction model of the develop the economy growth index of the
Big gulf city assembly of these three citiese Big Gulf Region under the big data
backdrop is established, and the discrete characteristic component of the demand
information of the develop the economy growth index of the Big gulf city assembly of
these three citiese Big Gulf Region, in the above formula si ¼ ðxi; xiþ s; � � �; xiþðm�1ÞsÞT
is a set of short-term discrete information distribution sets. In the embedding space of
the GDP index prediction for the urban agglomeration development in the Da Wan
District of Guangdong, Hong Kong, Macao Big Gulf Region, the state set distribution
function of the GDP index prediction for the urban agglomeration development in the
Da Wan District of these three citiese Big Gulf Region under the backdrop of big data
is obtained as follows:

dzðtÞ
dt

¼ FðzÞ ð23Þ

Combined with the above formula, appropriate m and s are selected to make the
effective probability density of the GDP index prediction of these three citiese and Da
Wan District urban agglomeration higher. At this time, the statistical regression anal-
ysis probability density characteristics of the GDP index prediction of these three
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citiese and Da Wan District urban agglomeration under the backdrop of big data are
expressed as follows:

R1 ¼ fX1;X2;X3; � � �;XdgT ð24Þ

Continuous descriptive statistical analysis and multiple comparative analysis, the
correlation function of GDP index prediction for the urban agglomeration development
in Da Wan District of Guangdong, Hong Kong, Macao Big Gulf Region is obtained as
follows:

RT
1R1 ¼ fX1;X2; � � �;XmgfX1;X2; � � �;XmgT ð25Þ

Set up a pre-estimator to calculate the best characteristic decomposition value of the
GDP index for the development of these three citiese and Big gulf city assembly. The
characteristic decomposition expression for the prediction of the GDP index for the
development of these three citiese and Big gulf city assembly is as follows:

RT
1R1 ¼ V1

X
1V

T
1 ð26Þ

Taking Xm in the phase space as the central point, the fuzzy analogy formula for
forecasting the GDP index of the urban agglomeration development in Big Gulf Region
of these three citiese Big Gulf Region under the backdrop of big data is obtained as
follows:

RT
2R2 ¼ V2

X
2V

T
2 ð27Þ

R2 ¼ fXdþ 1;Xdþ 2; � � �XdþmgT ð28Þ

RT
2R2 ¼ fXdþ 1;Xdþ 2; � � �XdþmgfXdþ 1;Xdþ 2; � � �XdþmgT ð29Þ

In the formula, the wide-area characteristic components of the GDP index forecast
for the urban agglomeration development in the Da Wan District of these three citiese
Gulf Region are:

V ¼ ½V1;V2; � � �;Vm� 2 Rm�m ð30Þ

To sum up, the realization of the integrated development of these three citiese and
the Great Bay Area needs to have a clear development idea, take the sustainable
development of socialism as the basic strategic policy, under the correct leadership of
the Party, reform and update the system and mechanism, strengthen the management of
factor flow, dredge capital circulation channels, pay attention to people’s livelihood,
optimize public services and promote the coordinated development of young people, so
as to effectively promote the integrated development of these three citiese and the Great
Bay Area and lay a more solid foundation for the development and growth of the
motherland.
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4 Simulation Experiment and Result Analysis

In order to test the application performance of the method in realizing the deviation
analysis of GDP index of the Big Gulf Region these three citiese’s city group Big Gulf
Region under the backdrop of big data, the experimental analysis is carried out. SPSS
statistical analysis software and Matlab simulation software are combined to carry out
the prediction and simulation of GDP index of the Big Gulf Region these three citiese’s
city group Big Gulf Region. descriptive statistical analysis method is used to carry out
the comparative analysis of the linear proportion of GDP index of the Big Gulf Region
these three citiese’s city group Big Gulf Region under the backdrop of big data. After
analysis, the following results are obtained in Fig. 1.

According to the above-mentioned deviation distribution and descriptive compar-
ative analysis results, it is known that the predicted value of GDP index for the
development of urban agglomeration in Big Gulf Region of these three citiese Big Gulf
Region under the backdrop of big data is shown in Fig. 2.

Analysis of Fig. 2 shows that the method in this paper can effectively predict the
GDP index of the urban agglomeration development in Guangdong, Hong Kong,
Macao Big Gulf Region. The deviation analysis results of the prediction are expressed
in the Table 1.

The results in Table 1 show that the forecast accuracy and deviation of these three
citiese Greater Bay Area urban agglomeration develop the economy growth index
under the backdrop of big data using this method are high.
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Fig. 1. Multiple comparative discuss results of GDP index of urban agglomeration development
in Big Gulf Region of these three citiese Big Gulf Region on account of annual discuss
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5 Discussion

With the concept of the integration and development of these three citiese and the Great
Bay Area put forward, the integration and development of these three citiese and the
Great Bay Area has made some progress in practice. However, judging from the current
situation, there are still some areas to be improved in the process of integration and
development of these three citiese and the Gulf region. First, there are some potential
inherent faults in the coordination of integration and development system, which need
to be improved. Second, the flow of relevant resource factors is more binding,
including labor force, capital, land and technology, etc., which need to be improved.
Third, the development in these three citiese and the Gulf region is uncoordinated and
unbalanced, and the participation of all sectors of society needs to be improved.
Therefore, before explicitly promoting the integration and development of these three
citiese and the Great Bay Area, we need to understand these areas for improvement and
lay a solid foundation for making clear and targeted effective integration and
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Fig. 2. Prediction value of GDP index for urban agglomeration development in Big Gulf Region
of Guangdong, Hong Kong, Macao Big Gulf Region

Table 1. Deviation on analysis of the prediction

Number of
iterations

Suggested
approach

Reference resources
[4]

Reference resources
[5]

100 0.103 0.234 0.277
200 0.035 0.145 0.183
300 0.023 0.124 0.134
400 0.013 0.083 0.075
500 0.004 0.072 0.066
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development countermeasures [15]. It is worth noting that promoting the integration
and development of these three citiese and the Gulf region is in line with China’s
macro-development strategic policy. The specific performance is as follows:

First, General Secretary Xi Jinping has put forward the development idea of “four
in the forefront” as the basic policy. That is, he has made clear the importance and
strategic significance of promoting the integration and development of these three
citiese and the Great Bay Area. He has also made it clear that in the process of
economic integration and development, attention should be paid to the construction of a
physical mechanism to promote high-quality economic development and the perfect
construction of a modern economic system. At the same time, it is necessary to form a
new pattern of all-round opening up and to create a pattern of social governance that is
co-construction and co-governance. When these strategic policies are implemented to
“take the lead in the whole country”, the integration and development of these three
citiese and the Gulf region can be effectively promoted.

Second, in the 19th National Congress of the Communist Party of China, it is
clearly stated that the integration of Guangdong, Hong Kong and Macao needs to be
integrated into the overall development thinking of our country. It is necessary to
strengthen the regional construction and cooperation of Guangdong, Hong Kong and
Macao for mutual benefit. Through the improvement of policies, the integration and
development of these three citiese and the Gulf region can be fully supported and
affirmed by policies.

Third, through the construction of an international first-class science and technol-
ogy innovation center, the construction of a high-level international business envi-
ronment region, and the construction of an experimental base for comprehensive
reform and innovation in social management, the integration and development of these
three citiese and the Gulf region has a clear development idea and direction. With the
13th Five-Year Plan and the “the belt and road initiative” as important ideological
guidelines, it will promote the development of service cooperation in these three citiese
and the Gulf region, realize the integration of service platforms and carriers, and
promote the all-round economic development in the region.

6 Conclusions

In order to improve the autonomy of the GDP index of these three citiese and Big
Gulfurban agglomeration development under the backdrop of big data, this paper
proposes a prediction method for the GDP index of Guangdong, Hong Kong, Macao
and Big Gulfurban agglomeration development based on association rule scheduling
and fuzzy adaptive clustering. Through phase space reconstruction, the big data mining
method is used to model the big data statistical information of the develop the economy
growth index of the Big Gulf Region these three citiese’s city groupBig Gulf Region.
the univariate analysis of variance method is used to analyze the orthogonal feature
vector solution of the develop the economy growth index of the Big Gulf Region these
three citiese’s city groupBig Gulf Region. the association rule feature quantity of the
develop the economy growth index of the Big Gulf Region these three citiese’s city
groupBig Gulf Region is extracted. the fuzzy clustering method is used to process the
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big data of the develop the economy growth index of the Big Gulf Region these three
citiese’s city groupBig Gulf Region under the big data backdrop, and the prediction of
the develop the economy growth index of the Big gulf city assembly in The analysis
shows that the self-adaptability of using this method to predict the develop the econ-
omy growth index of these three citiese and the gulf city assembly is better and the
prediction accuracy is higher, which improves the self-adaptability of the prediction of
the develop the economy growth index of Guangdong, Hong Kong, Macao and the gulf
city assembly under the backdrop of big data.
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Abstract. In order to improve the fault detection capability of large and
medium-sized pump stations, the abnormal feature diagnosis of the fault data is
required, and the intelligent diagnosis algorithm of the fault data of the large and
medium-sized pump station under the information-based evaluation system is
put forward. The fault data sensing information acquisition node distribution
model of the large and medium-sized pump station is constructed, the multi-
sensor fusion sampling method is adopted to sample the fault data of the large
and medium-sized pump station, and the statistical feature quantity of the fault
data of the large and medium-sized pump station is extracted. The fault data set
of large and medium-sized pump station is used to detect and optimize the
abnormal working condition of the fault data set of the large and medium-sized
pump station, and the fault diagnosis of the large and medium-sized pump
station is realized according to the detection result. The simulation results show
that the accuracy of the fault data set of large and medium pump station is high,
and the real-time and self-adaptability of the fault detection are better.

Keywords: Information-based evaluation system � Large and medium-sized
pump station � Fault data � Intelligent diagnosis

1 Introduction

The equipment structure of large and medium-sized pump station is complicated and
the working environment is bad. The large and medium-sized pump station equipment
includes power supply system fault, cooling system fault and generator fault. We need
to accurately detect and identify the faults of the large and medium-sized pump station
[1]. This paper constructs a big data analysis model to detect the faults of large and
medium-sized pump stations. To improve the ability of accurate detection and fault
diagnosis of large and medium-sized pump stations, it is necessary to combine big data
fusion and statistical analysis. The fault diagnosis model of large and medium-sized
pump stations is constructed by using the characteristic information of abnormal
working conditions of large and medium-sized pump stations and the fault data set of
monitoring abnormal working conditions. To improve its fault detection capability is of
great significance to improve the fault analysis and real-time diagnosis capability of
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equipment in large and medium-sized pump stations. The research on fault data sets of
large and medium-sized pumping stations has attracted much attention [2].

Fault diagnosis of large and medium-sized pumping station equipment is a huge
system engineering, which covers signal analysis, data processing and artificial intel-
ligence diagnosis. In the traditional methods, the detection methods of fault data set of
large and medium-sized pumping stations mainly include fuzzy detection method,
wavelet detection method and statistical analysis method, and the feature analysis
model of fault data set of large and medium-sized pumping station is established [3].
Combined with expert system identification method, the fault data set of large and
medium-sized pumping stations is detected by fuzzy detection method, wavelet
detection method and statistical analysis method [4]. The fault data set of large and
medium-sized pumping stations is collected to improve the fault analysis ability of
large and medium-sized pumping stations, but the adaptability of traditional methods
for fault diagnosis of large and medium-sized pumping stations is not good and the
ability of intelligent diagnosis is not strong [5].

In order to solve the above problems, an intelligent diagnosis algorithm for fault
data of large and medium-sized pumping stations based on information evaluation
system is proposed in this paper. The distribution model of fault data sensing infor-
mation acquisition node for large and medium-sized pumping stations is constructed.
Firstly, the multi-sensor fusion sampling method is used to sample the fault data of
large and medium-sized pumping stations, and the statistical characteristics of fault data
of large and medium-sized pumping stations are extracted. The sample information
analysis and regression detection of fault data of large and medium-sized pumping
stations are carried out by using the method of abnormal map feature extraction. Then
the abnormal working condition characteristics of fault data. This paper analyzes the
difference distribution characteristics of abnormal working conditions of fault data sets
of large and medium-sized pumping stations. And realizes the detection and opti-
mization of abnormal working conditions of fault data sets of large and medium-sized
pumping stations by excavating the attribute characteristics of abnormal working
conditions of fault data sets and medium-sized pumping stations. According to the
above contents, the simulation test is carried out and the simulation results are ana-
lyzed. The effective conclusion is drawn from the simulation results.

2 Fault Big Data Sensing Information Collection and Feature
Decomposition

2.1 Information Acquisition of Abnormal Working Condition
of Medium-Sized Pump Station Fault Data Set

In order to diagnose that abnormal characteristic of the fault data set of the large and
medium-sized pump station, a large-data information sensing method is adopted to
sample the original sample information of the fault data set of the large and medium-
sized pump station. The method comprises the following steps of: carrying out multi-
component characteristic reconstruction and information fitting on the collected
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abnormal working condition characteristic sample data of a large and medium-sized
pump station fault data set [6]. And adopting a vibration sensor to carry out fault
sample information acquisition of the large and medium-sized pump station equipment,
combining the large data sensing information sensing method to sample the original
sample information of the fault data set abnormal working condition of the large and
medium-sized pump station, and carrying out fuzzy clustering on the collected
abnormal working condition characteristics of the fault data set of the large and
medium-sized pump station. Establish a large database of the fault data set distribution
of the large and medium-sized pump station, by adopting the method of function
identification and expert system identification. The fault data analysis of the large and
medium-sized pump station is carried out, a fuzzy inference machine for fault diagnosis
of the large and medium-sized pump station is constructed [7]. A man-machine
interface and a knowledge base are combined, and the fault diagnosis of the large and
medium-sized pump station is the fault diagnosis model of large and medium pump
station is shown in Fig. 1.

Based on the information fusion method, a large data mining model for dynamic
fault diagnosis of the large and medium-sized pump station equipment is established,
by using the fuzzy information fusion scheduling method. The statistical analysis
sample model of the large and medium pump station equipment under the fault con-
dition is obtained as follows:

xmðtÞ ¼
XI

i¼1

siðtÞejumi þ nmðtÞ;�pþ 1�m� p ð1Þ

In formula (1), i is the value of the input variable, e is the information fusion
coefficient, m is the number of fault samples of the input node, and p is the number of
input variables.

Because of the dynamic structure distribution characteristics of large and medium-
sized pumping station equipment, the fuzzy state distribution set of fault samples of
large and medium-sized pumping station equipment is calculated by using dynamic

Fault tag 

Knowledge acquisition 
subsystem

Fault diagnosis knowledge 
base

Inference engine

Global data base 

Interpretive
system

Man-machine interface 

User

Fig. 1. The principle of intelligent fault diagnosis for large and medium-sized pump station
equipment
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sensor fusion tracking and identification method, which is represented as a set of
correlation functions.

CNðrÞ ¼ 2
NðN � 1Þ

XN
i¼1

XN
j¼iþ 1

H r � xi � xj
�� ��� � ð2Þ

In the formula (2), N input distribution set number of H dynamic coefficient cal-
culation, the xi and xj, respectively the i and j the width of the output membership
function of fuzzy subset center.

The relevant parameters of the large and medium-sized pump station equipment
device are effectively detected, the number of time-domain sampling points of the fault
characteristic sequence of the large and medium-sized pump station equipment is
obtained by combining the working condition state prediction method [8]. The fuzzy
correlation integral Cm(r) is subjected to the exponential law, namely:

lim
r!0

CmðrÞ / rD ð3Þ

The estimated instantaneous frequency of the fault signal of the equipment and
equipment of large and medium-sized pumping stations is expressed as follows:

xidðtþ 1Þ ¼ wxidðtÞþ c1r1½rt0 [T0
3 pid � xidðtÞ�

þ c2r2½rtg [Tg
4 pgd � xidðtÞ�

ð4Þ

The fault characteristic discrimination of large and medium-sized pumping station
equipment is that the time delay function is N = n − (m − 1)s, and the power sensor
device is used to identify the fault of large and medium-sized pumping station
equipment. The statistical sequence ri and ambiguity ki are obtained respectively.

ci ¼
1
w

Pw�1

l¼0
xiðk � lÞ � li½ �3

1
w

Pw�1

l¼0
xiðk � lÞ � li½ �2

� �3=2
ð5Þ

ji ¼
1
w

Pw�1

l¼0
xiðk � lÞ � li½ �4

1
w

Pw�1

l¼0
xiðk � lÞ � li½ �2

� �2 � 3 ð6Þ

In the above formula, xi represents the outlier feature distribution point of the fault
sample set of large and medium-sized pumping stations, k represents the ambiguity
function of the fault sample data set under a certain kind of fault state, l represents the
direction vector of the distributed signal source [9, 10].
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2.2 Statistical Feature Decomposition of Fault Data of Large
and Medium-Sized Pumping Stations

The distribution model of fault data sensing information acquisition node in large and
medium-sized pumping stations is constructed, the statistical characteristics of fault
data in large and medium-sized pumping stations are decomposed [11]. And the fuzzy
degree identification method is used to schedule the fault data of large and medium-
sized pumping stations:

CmðrÞ ¼ 2
NðN � 1Þ

XN
i¼1

XN
j¼iþ 1

H r � xi � xj
�� ��� � ð7Þ

Multi-sensor distributed detection technology is introduced to detect faults in large
and medium-sized pump stations.

The statistical characteristics of fault data abnormal diagnosis of large and medium-
sized pumping station equipment are obtained as follows:

xðkþ 1Þ ¼ UðkÞxðkÞþ JðkÞM^ ðkÞþ ~wðkÞ ð8Þ

The basis function of abnormal working condition of equipment fault data of large
and medium-sized pumping station is as follows:

UðkÞ ¼ ½AðkÞ � JðkÞH^ ðkÞ�
w^ðkÞ ¼ CðkÞwðkÞ � JðkÞV^ðkÞ

(
ð9Þ

According to the above analysis, the distribution model of fault data sensing
information acquisition node for large and medium-sized pumping stations is con-
structed, and the fault data of large and medium-sized pumping stations are sampled by
multi-sensor fusion sampling method, and the statistical features of fault data of large
and medium-sized pumping stations are extracted, and the fault features of large and
medium-sized pumping stations are analyzed and detected according to the results of
feature extraction [12].

3 Optimization of Abnormal Characteristics Diagnosis
in Fault Data Set of Large and Medium-Sized Pumping
Stations

3.1 Detection of Differential Distribution Characteristics of Fault
Abnormal Working Conditions

In that invention, the fault data set information acquisition node distribution model of
the large and medium-sized pump station is constructed, and a multi-sensor fusion
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sampling method is adopted to carry out fault data sampling and characteristic
decomposition of the large and medium-sized pump station, In this paper, the intelli-
gent diagnosis algorithm for the fault data of large and medium-sized pump station
based on the information-based evaluation system is presented. The abnormal working
condition characteristic quantity of the fault data of the large and medium-sized pump
station is excavated, the difference distribution characteristic of the abnormal working
condition of the fault data set of the large and medium-sized pump station is analyzed
[13]. The abnormal working condition component of the fault data of the large and
medium-sized pump station is decomposed by the singular value, so that the abnormal
working condition component of 0�m; n�P� 1. Thereby obtaining the spectral
characteristic parameter of the abnormal working condition of the fault data of the large
and medium-sized pump station:

C1 ¼ AC4SAH ð10Þ

Where in the formula, A is a multi-dimensional matrix with dimension P� L. The
fuzzy correlation fusion function of abnormal fault data of large and medium-sized
pumping stations is obtained by phase space reconstruction method.

ai ¼ 1; ej2/i ; � � � ej2ðP�1Þ/i

h iT
ð11Þ

The adaptive matched filtering method is used to detect the abnormal fault data of
large and medium-sized pumping stations and analyze the spectrum. The sensor spatial
distribution matrix C3, C4, C5, C6, C7 or fault detection of large and medium-sized
pumping stations is obtained to represent the surge spectrum of abnormal fault data of
large and medium-sized pumping stations. The characteristic components U, X, K are
expressed as follows:

U ¼ diag½ej2/1 ; ej2/2 ; � � � ej2/I � ð12Þ

X ¼ diag½e�j2c1 ; e�j2c2 ; � � � e�j2cL� ð13Þ

K ¼ diag½ej2w1 ; ej2w2 ; � � � ej2wL� ð14Þ

Based on the surge spectrum of large and medium-sized pumping station equip-
ment, the difference distribution characteristics of abnormal working conditions of fault
data set of large and medium-sized pumping stations are analyzed. By excavating the
attribute characteristics of abnormal working conditions of fault data sets of large and
medium-sized pumping stations [14]. The intelligent expert system is established to
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realize the distributed detection of fault points of large and medium-sized pumping
station equipment:

j�min
T2

D2

� �
; n

� �
þ 1 ð15Þ

Based on the above analysis, the L eigenvalues k1; k2; � � � ; kl and the eigenvector
matrix Y ¼ ½y1; y2; � � � ; yl�, are obtained to construct the sample space fusion model of
abnormal fault data of large and medium-sized pumping stations. According to the
results of information fusion, the difference characteristics of abnormal working con-
ditions of fault data of large and medium-sized pumping stations are analyzed.
According to the difference of abnormal working conditions of fault data of large and
medium-sized pumping stations, the fault sample information is extracted and the fault
detection ability of large and medium-sized pumping stations is improved [15].

3.2 Fault Anomaly Feature Diagnosis Output

According to the characteristic components of the abnormal working condition data of
the fault data set of large and medium-sized pumping stations, the 3D data map is
reconstructed, and the fusion of the abnormal working conditions of the fault data sets
of large and medium-sized pumping stations is realized by combining the fuzzy C-
means clustering method, and the spatial spectral gain of the abnormal working con-
ditions is obtained:

viðtÞ ¼ VDC

2
sign½sinðxtÞ� ð16Þ

The spectrum distribution of fault data sensing information of large and medium-
sized pumping stations is as follows:

xk ¼
XN=2�1

n¼0

2ðan cos 2pknN
� bn sin

2pkn
N

Þ k ¼ 0; 1; . . .N � 1 ð17Þ

Wherein, an represents the variable scale offset offault data of large andmedium-sized
pumping stations, and the abnormal working conditions of fault data sets of large and
medium-sized pumping stations are excavated. By using the method of time-frequency
analysis, the spectral density characteristic distributionof abnormalworking conditions of
fault data sets of large and medium-sized pumping stations is described as follows:

x ¼ a� h ¼ tan�1ðn
2
xRload

xLmx
Þ ð18Þ
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a ¼ tan�1ð p2

8n2xRload

xLlmx � 1
xCx

cos2ðxÞ þ tanðxÞÞ ð19Þ

h ¼ a� x ð20Þ

By using the method of amplitude response characteristic analysis, the abnormal
working condition characteristic distribution set of fault data set of large and medium-
sized pumping stations is constructed, and the amplitude of abnormal working con-
dition sampling of fault data sets of large and medium-sized pumping stations is
represented as:

zmax ¼ max
n2

y¼n1
max
m2

x¼m1
zxy

	 
� min
m2

x¼m1
zxy

	 
8<
:

9=
; ð21Þ

According to the analysis, the fault statistical analysis model of the large and
medium-sized pump station is constructed, and the dynamic detection of the abnormal
working conditions of the fault data set of the large and medium-sized pump station is
carried out in combination with the method of the spatial spectrum clustering analysis.
The detection method combined with dynamic spectrum feature extraction and cor-
relation matching, and the failure data sets of large and medium-sized pump stations
under abnormal conditions with statistical characteristics are as follows:

xðtÞ ¼
Xn
i¼1

ci þ rn ð22Þ

In the above formula, ci represents the fusion quantitative set of each fault feature
classification, and carries on the dynamic fusion to the empirical mode component of
the fault sample, and the output is as follows:

@uðx; y; tÞ
@t

¼ @2uðx; y; tÞ
@n2

þ c2
@2uðx; y; tÞ

@g2
ð23Þ

If the dynamic state vector of large and medium-sized pumping station equipment
is initialized, and the adaptive positioning method of sensor node is used to auto-
matically detect the abnormal working conditions of fault data set of large and medium-
sized pumping station, the optimal detection model is as follows:

ðVða1; � � � ; amÞða1;���;amÞÞ�1Vðb1; � � � ; bmÞðb1;���;bmÞ
¼ ððVða1; � � � ; amÞ�1Vðb1; � � � ; bmÞÞða

�1
1 ;���;a�1

m ÞT Þðb1;���;bmÞ
ð24Þ

Where in the formula, Vða1; � � � ; amÞ�1Vðb1; � � � ; bmÞ is the similarity matrix of
abnormal working condition distribution of fault data set of large and medium-sized
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pumping stations. Combined with the analysis method of phase statistical character-
istics, the ambiguity characteristics of abnormal working conditions of equipment fault
data in large and medium-sized pumping stations are obtained as follows:

_rðX; tÞ ¼ C _E � C _PðtÞ
= C � ½ _eT€eT � � � eðnÞT �T � C � ½ _pðtÞT€pðtÞT � � �PðnÞðtÞT �T

¼Cn½eðnÞ � pðnÞðtÞ� þ Pn�1

k¼1
Ck½eðkÞ � pðkÞðtÞ�

¼Cn½xðnÞ1 � xðnÞ1d � pðnÞðtÞ�þ Pn�1

k¼1
Ck½eðkÞ � pðkÞðtÞ�

¼Cn½ _xn � xðnÞ1d � pðnÞðtÞ�þ Pn�1

k¼1
Ck½eðkÞ � pðkÞðtÞ�

¼Cn½f ðX; tÞþDf ðX; tÞþ � xðnÞ1d � pðtÞðnÞ�
þ Pn�1

k¼1
Ck½eðkÞ � pðkÞðtÞ�

ð25Þ

According to the above analysis, the high-order spectral characteristics of the
abnormal working condition signal of the fault data set of large and medium-sized
pumping stations are extracted.

4 Simulation Test Analysis

The effectiveness of this method for dynamic detection of abnormal data sets of large
and medium-sized pumping stations is verified by simulation experiments. The
experimental design was carried out using Matlab 7 simulation software. In order to
ensure the experimental quality, the failure data of a large and medium-sized pump
station in Wuhan was used as the data set. The number of sensing nodes, root nodes
and attribute categories of fault data of large and medium-sized pumping stations are
24, 5 and 5, respectively, indicating different fault state characteristics. The number of
nodes collected from fault data of large and medium-sized pumping station equipment
is N = 1000, and the training set of fault data sampling for large and medium-sized
pumping stations is 200. The initial sampling frequency f1 = 1.5 Hz. Termination
sampling frequency of fault characteristic sampling for large and medium-sized
pumping stations is set according to the above parameters. And the fault data of large
and medium-sized pumping stations are sampled, and the segmented sampling results
of fault sample data are shown in Fig. 2.

According to the sampling result of the fault data set of the large and medium-sized
pump station of Fig. 2. The fault data set abnormal characteristic diagnosis is carried
out, and the result of the detection is shown in Fig. 3.
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The accuracy of abnormal feature diagnosis of fault data set of large and medium-
sized pumping stations is tested by different methods. The comparative results are
shown in Table 1. The analysis Table 1 shows that the accuracy of abnormal feature
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Fig. 2. Segmented sampling results of fault sample data
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diagnosis of fault data sets of large and medium-sized pumping stations by using this
method is higher.

The experimental data in Table 1 show that the diagnostic accuracy of the proposed
method is higher than that of the two traditional methods. Because the proposed
method USES the multi-sensor fusion sampling method to sample the fault data of
large and medium-sized pumping stations. This process makes statistical fault char-
acteristics data more comprehensive. The proposed diagnosis accuracy is high, which is
beneficial to practical application.

5 Conclusions

The abnormal feature diagnosis of fault data is carried out, and the intelligent diagnosis
algorithm of fault data of large and medium-sized pumping stations based on infor-
mation evaluation system is proposed. The distribution model of sensor information
acquisition node for fault data of large and medium-sized pumping stations is con-
structed. The fault data of large and medium-sized pumping stations are sampled by
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Fig. 3. Abnormal characteristic diagnosis results of Fault data of large and medium-sized
pumping stations

Table 1. Comparison of diagnostic accuracy of abnormal features in fault data sets of large and
medium-sized pumping stations

Iterations Proposed method Reference [3] Reference [5]

20 0.945 0.834 0.854
40 0.976 0.856 0.865
60 0.998 0.914 0.901
80 0.999 0.925 0.923
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multi-sensor fusion sampling method, the statistical characteristics of fault data of large
and medium-sized pumping stations are extracted, the sample information analysis and
regression detection of fault data of large and medium-sized pumping stations are
carried out by using abnormal map feature extraction method, and the abnormal
working condition characteristics of fault data of large and medium-sized pumping
stations are excavated. This paper analyzes the difference distribution characteristics of
abnormal working conditions of fault data sets of large and medium-sized pumping
stations, and realizes the detection and optimization of abnormal working conditions of
fault data sets of large and medium-sized pumping stations by excavating the attribute
characteristics of abnormal working conditions of fault data sets of large and medium-
sized pumping stations. It is found that the accuracy of abnormal feature diagnosis in
fault data set of large and medium-sized pumping stations is high, the real-time and
self-adaptability of fault detection is good, and the ability of fault diagnosis is
improved. In order to make this study more practical, the research direction will be to
improve the fault detection efficiency of large and medium-sized pumping stations in
the future. To provide a favorable basis for pump station fault detection.

6 Fund Projects

Scientific Research Project of Hubei Water Resources Department in 2019; Item
number: HBSLKY201909; Study on evaluation system of pumping station
informatization.
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Abstract. Power transformer insulation fault location is the key to improve the
stability of power transformer. A Bayesian network based on power transformer
insulation fault on-line monitoring method is proposed. The Bayesian network
characteristic decomposition model is used to detect the insulation fault of
power transformer, the high-resolution spectrum characteristic quantity of
insulation fault of power transformer is extracted, the load balance analysis is
carried out according to the output voltage and load difference of power
transformer, the Bayesian network detection model of insulation fault of power
transformer is constructed. Combined with PCI integrated information processor
and relay transmission node network topology model, the on-line monitoring
system design of power transformer insulation failure is realized. The simulation
results show that the fault location of power transformer insulation is accurate
and the visual resolution of fault is strong.

Keywords: Bayesian network � Power transformer � Insulation failure �
On-line monitoring

1 Introduction

The insulation fault of power transformer is the main fault category of power trans-
former. In power transformer, due to the access of large-scale power grid and electrical
components [1], it is easy to produce insulation fault of power transformer. It is of great
significance to locate and identify insulation fault of power transformer, analyze the
types of insulation fault of power transformer, improve the ability of type identification
and characteristic analysis of insulation fault of power transformer, and study the on-
line monitoring method of insulation fault of power transformer [2].

At present, some research results have been made in the identification and posi-
tioning of the insulation fault of the power transformer, the on-line monitoring of the
insulation fault of the power transformer is based on the fault data mining and the
adaptive feature extraction [3], the invention relates to an on-line monitoring of the
insulation fault of a power transformer by combining the characteristics of the insu-
lation inversion characteristic and the spectral characteristic extraction of the power
transformer, wherein the online monitoring method of the insulation fault of the power
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transformer based on the frequency spectrum analysis and the correlation detection is
proposed in the document [4], The sensor information distribution model of the
insulation fault of the power transformer is constructed, the correlation characteristic
analysis and the power transmission load detection method are adopted to realize on-
line monitoring of the insulation fault of the power transformer, but the accuracy of this
method is low; In the reference paper [5], a fast detection algorithm for the insulation
fault of the power transformer based on the link forwarding control is proposed, the on-
line monitoring model of the insulation fault of the power transformer is constructed by
adopting the link balance control model, and the self-adaptive feature extraction and the
fuzzy association mining method are adopted, The on-line monitoring of the fault is
realized, but the accuracy of this method is low, which leads to the poor accuracy of on-
line fault monitoring. In view of the above problems, an on-line monitoring method for
insulation fault of power transformer based on Bayesian network is presented in this
paper. The Bayesian network detection model of an insulation fault of a power
transformer is built, the convergence judgment in the on-line monitoring of the insu-
lation fault of the power transformer is carry out by adopting an adaptive machine
follow-up learning method, and the hardware design of the system is carried out, and
finally, the simulation experiment analysis is carried out, and the fault positioning
capability of the design system is shown.

2 Fault Information Detection and Feature Extraction

2.1 Insulation Fault Information Collection of Power Transformer

In order to realize the on-line monitoring design of power transformer insulation fault,
it is necessary to collect the insulation fault sample information of power transformer,
combine the multi-dimensional sensor networking method to carry on the on-line
monitoring design of power transformer insulation fault. The abnormal information of
power transformer insulation section is extracted by infrared spectrum technology, and
cluster the abnormal information k of power transformer insulation segment [6]. The
relationship between the fault signal sample setW(x) of the insulation fault distribution
of power transformer and the distribution phase of the fault node ck is as follows:

ck ¼ ð�jÞkWðxÞ ð1Þ

where j is the number of failed nodes. Let the sample set sequence x(n) of insulation
fault feature distribution of power transformer be k-order Gaussian stationary process
with zero mean value, construct a depth network with multiple hidden layers for
adaptive learning, and obtain the expression of characteristic expression function N of
fault data. By adjusting the parameters, the output steepness parameter CN(r) is as
follows:

CNðrÞ ¼ 2
NðN � 1Þ

XN
i¼1

XN
j¼iþ 1

ck r � x nð Þk kð Þ ð2Þ

On-line Monitoring Method of Power Transformer Insulation Fault 113



where r is the parameter after fault feature extraction. An under-damped oscillation
detection method is adopted to carry out the initial voltage of the insulation of the
power transformer and the under-damped oscillation component detection [7]. Cap-
turing the thick-tail data, constructing a power transformer insulation fault signal vector
s(t) = [s1(t), s2(t), …, sq(t)]

T and a noise vector n(t), and the two are independent of
each other, so that the high-power jump characteristic quantity of the power trans-
former insulation fault data sample i and the u-type fault can be expressed as:

fjðuj; sÞ ¼ n tð Þ
Xc

j¼1

fu2j
Xm
i¼1

½CNðrÞðrij � siÞ�2
" #a=2

g ð3Þ

In the polar coordinate space composed of voltage and phase angle, according to
the matching result of the transferred balance power, the sample information collection
of the insulation fault of the power transformer is carried out in combination with the
Boost-MMDCT voltage amplitude detection method, at this time [8], the balance
power to be transferred is {ki:1 � i � S} and in the current flow path diagram, the
Raman spectrum characteristic detection of the insulation fault of the power trans-
former is carried out, a phase flow characteristic distribution model is constructed by
adopting the same modulation signal, the conducting state of each switch of the power
transformer is controlled, the micro-load is polymerized, and the output load yij is as
follows:

yij ¼ Tsgn u� 0:5ð Þ 1þ 1
T

� � 2u�1j j
�1

" #
ð4Þ

where T is the fault identification time. The random variables extracted from the
distribution of load jump are reorganized in high dimensional phase space for the
extracted bearing fault characteristics [9]. The sampled insulation fault data of power
transformer are extracted by Raman spectrum detection method, and the weight of
insulation fault distribution node ~xik k[ 2ð Þ of power transformer ~wi

k is calculated as:

~wi
k ¼ ~wi

k�1
fjðuj; sÞð~xik=xik�1Þ

yij
ð5Þ

The Bayesian network feature decomposition model is used to detect the insulation
fault characteristics of power transformers, and the high resolution spectrum charac-
teristics of power transformer insulation faults are extracted, and the load balancing
analysis is carried out according to the output voltage and load difference of power
transformers.
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2.2 Fault Feature Extraction

According to the output voltage eðj=2Þ cot a:m
2Du2 and the load difference e�j:sgnðsin aÞ:2pnmM of

the power transformer, and obtaining the characteristic coefficient XaðmÞ of the output
Raman spectrum of the insulation detection output of the power transformer as follows:

XaðmÞ ¼ ~wi
k:e

ðj=2Þ cot a:m2Du2

� PN�1

j¼0
eðj=2Þ cot a:m

2Du2e�j:sgnðsin aÞ:2pnmM
ð6Þ

The statistical feature quantity Ai of the extracted fault sample data of power
transformer insulators is reconstructed from the input data. The reconstructed input data
are analyzed by regression analysis of Raman spectrum data. The clustering output of
Raman spectral characteristic data Bi of power transformer insulation faults is obtained
by using fuzzy C-means clustering analysis method. The optimal decision-making cost
function DM

0
ij for the sample detection of the insulation failure of the power transformer

is as follows:

DM0
ij ¼ Xa mð Þ Bi � Aið Þ ð7Þ

The characteristics of the input data and the analysis of the correlation of the
insulation fault of the power transformer are analyzed, and the self-adaptive machine
tracking learning and the sample clustering detection are carried out [10].

3 On-line Monitoring of Insulation Fault of Power
Transformer

3.1 Analysis of the Characteristics of the High-Resolution Spectrum
of the Insulation Fault of the Power Transformer

On the basis of constructing the above insulation fault information acquisition model of
power transformer, the high resolution spectrum feature extraction and fault on-line
monitoring system of power transformer insulation fault are carried out [11]. In this
paper, an on-line monitoring method of power transformer insulation fault based on
Bayesian network is proposed, and the power transformer insulation fault feature
detection is carried out by using Bayesian network feature decomposition model. Using
Bayesian network for insulation fault detection of power transformer can accurately
identify and locate the fault location and reduce the occurrence of failure rate. The
power distortion caused by the sudden change of insulation fault output of sðtÞ, power
transformer is obtained. The high resolution spectrum detection of insulation fault
samples of power transformer is carried out by using fuzzy association rule mining
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method. Therefore, the standard depth feedforward network is used to detect the
overvoltage characteristics at the end of the inverter. The output is as follows:

siðtÞ ¼ uiðtÞ cos½2pf0tþuiðtÞ� ði ¼ 1; 2; . . .; dÞ ð8Þ

where f0 is the initial value of detection. The insulation voltage response and over-
voltage of ui(t) and ui(t) transformers are respectively. According to the output voltage
and load difference of power transformer, the load balancing analysis is carried out, and
the fault discrimination of power transformer insulation is carried out according to the
structural similarity characteristics [12]. The real signal model and envelope expression
of power transformer insulation channel transmission are given.

yðtÞ ¼ uðsðDM 0
ijÞÞ expðjxCsðt � sÞÞ ð9Þ

In the formula, s(t − s) is a characteristic decomposition coefficient, xc is a line
resistance, a node voltage method is adopted to carry out time domain analysis of the
insulation fault data of the power transformer.

The method comprises the following steps of: outputting the expected value and
standard deviation value of the statistical characteristic sequence prediction of the
insulation fault of the power transformer, carrying out on-line monitoring of the
insulation fault of the power transformer in each neuron model, and adopting a multi-
layer hidden layer step-by-step detection method to obtain the time-frequency com-
ponent characteristic as follows:

f̂iðnÞ ¼ 1
2p

Xp
i¼0

inrðkÞniðkÞi�1 ð10Þ

If the real part nr(k) and the imaginary part ni(k) of the insulation fault feature of the
power transformer are independent color noise respectively, the high dimensional
space-time data are visually analyzed in the low dimensional space. The statistical
feature components of the insulation fault sample data of the power transformer are
obtained by introducing the convolution neural network into the {Rj : 1 � j � L}, to
extract the Oman spectral features of the insulation fault of the power transformer [13].

3.2 Automatic Output of Insulation Fault of Power Transformer

The Bayesian network detection model of insulation fault of power transformer is
constructed, and the convergence judgment of on-line monitoring of insulation fault of
power transformer is carried out by using adaptive machine tracking learning method
[14]. The probability of different frequency of high resolution spectrum of insulation
fault of power transformer is counted. If it is recorded as suptðDÞ, the dimension
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reduction of high dimensional space-time fault state samples is carried out, and the
vector distribution of each sample column is satisfied.

XnumtðDÞ

i¼minsup

suptðDÞ[ d ð11Þ

wherein, numtðDÞ is the visualization result after dimension reduction, the sample
statistics P of insulation fault of power transformer is carried out in time window t, and
the probability distribution of each sample column vector is calculated. For the cal-
culation of suptðDÞ, the convolution operation is used for fuzzy partition, and the
regularization output is obtained as follows:

Pt
i;j ¼

Pt
i�1;j�1 � pi þPt

i�1;j � ð1� piÞ; vi ¼ t
Pt
i�1;j; vi 6¼ t

�
ð12Þ

The fuzzy dispatching set function of the insulation fault of the power transformer
obtained in the training of the depth network is expressed as follows:

NiðtÞ ¼ j : xjðtÞ � xiðtÞ
�� ��\Ri

d; liðtÞ\ljðtÞ
� � ð13Þ

wherein, xjðtÞ represents the classification information entropy in the insulation fault
feature data set D of power transformer, describes the sample subset of insulation fault
characteristics of power transformer in the lj clustering center, SF represents the sample
set learned by the generation in the process of classification of insulation fault char-
acteristic data of power transformer, and constructs the Bayesian network detection
model of insulation fault of power transformer. The adaptive machine tracking learning
method is used to judge the convergence of on-line monitoring of insulation fault of
power transformer, and the related characteristics of fault are obtained as:
FP Xij ;Pij ; ðsupk1ðDÞ; � � � ; supkf ðDÞÞ; ðTk1; � � � TkjÞ

� 	
, carries out on-line monitoring of

insulation fault of power transformer according to the distribution of load difference
characteristics, and obtains that the learning iteration of insulation fault location xiO of
power transformer is as follows:

xiO ¼ xit þKNiðtÞðxij � xitÞ ð14Þ

wherein, K ¼ 1= xiL � xsi
�� �� according to the analysis, the high-resolution frequency

spectrum characteristic quantity of the insulation fault of the power transformer is
extracted [15], and the fault location is carried out according to the output voltage and
the load difference of the power transformer, and the realization flow of the design
system is obtained as shown in Fig. 1.
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4 Simulation Experiment and Result Analysis

On the basis of constructing the insulation fault location algorithm of power trans-
former based on Bayesian network, the positioning system design and simulation
experiment are carried out. The experimental environment is: Using MATLAB sim-
ulation tool, Microsoft Windows XP operating system, Intel (R) Celeron (R) 2.6 GHz
processor, 24 GB memory. Combined with PCI integrated information processor and
relay transmission node network topology model, the on-line monitoring system of
power transformer insulation fault is designed. Figure 2 is an on-line monitoring
system for transformer insulation fault.

Initial fault data sample

Fault map feature 
extraction

Maximum
likelihood
estimator

Execution of fault signal 
analysis instructions

Cluster
discriminant

threshold

Perform fault data 
clustering

Comparative
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N

N

Y

Adaptive weighting

Start
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Fig. 1. Fault on-line monitoring implementation process.
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According to the above experimental environment, a total of 5000 fault samples,
2000 training samples and 3000 test samples were collected by the on-line monitoring
system of power transformer insulation fault. The equivalent circuit model of on-line
monitoring of power transformer insulation fault is shown in Fig. 3.

In the equivalent circuit model shown in Fig. 3, the variable ratio of DC trans-
former is set to 0.23, the transmission power of converter is 2300 kW, and the average
input voltage of upper and lower bridge arm is 200. The topological structure of fault
location system is obtained as shown in Fig. 4.

Fig. 3. Equivalent circuit model

Fig. 2. On line monitoring system of transformer insulation fault
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According to the above system design, the fault location efficiency is tested, and the
simulation results of fault location detection are shown in Fig. 5.

The analysis of Fig. 5 shows that the insulation fault location detection of power
transformer can be effectively realized by using this method, and the accuracy of
detection is high, and the peak value of high resolution spectrum is the fault location.

In order to further verify the effectiveness of the method in this paper, the accuracy
of insulation fault location of power transformer in this method, literature [4] method

Fig. 5. Simulation results of high resolution spectrum for fault location detection

Fig. 4. Topology structure of the fault location system
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and literature [5] method are compared and analyzed, and the comparison results are
shown in Fig. 6.

According to Fig. 6, with the increase of the number of experiments, the insulation
fault location accuracy of the power transformer in this method can reach up to 80%,
while the insulation fault location accuracy of the power transformer in literature [4]
and literature [5] is only 30% and 50%. The insulation fault location accuracy of the
power transformer in this method is higher than that in literature [4] and literature [5],
indicating that this method can accurately monitor the insulation fault of power
transformer on line.

5 Conclusions

In this paper, an on-line monitoring method of insulation fault of power transformer
based on Bayesian network is proposed. Based on the feature analysis of transformer
insulation fault in power system, combined with large-scale fault feature data mining
and clustering analysis method, the insulation fault discrimination of power transformer
is realized, and the classification and identification ability of power transformer insu-
lation fault is improved. The underdamped oscillation detection method is used to
detect the initial voltage and underdamped oscillation component of power transformer
insulation, the information is reconstructed from the input data, the Bayesian network
detection model of power transformer insulation fault is constructed, and the conver-
gence judgment in on-line monitoring of power transformer insulation fault is carried
out by using adaptive machine tracking learning method. On-line monitoring of
insulation fault of power transformer is carried out according to the distribution of load
difference characteristics. It is found that the accuracy and automaticity of this method
for insulation fault location of power transformer are high. And has a high power

Fa
ul

t l
oc

a
on

 a
cc

ur
ac

y 
/%

Number of experiments / me

Fig. 6. Comparison results of fault location accuracy
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transformer insulation fault on-line monitoring effect. The research on the insulation
fault diagnosis of power transformer has attracted much attention of researchers. In the
future, the insulation state evaluation system of power transformer will be established,
and the classification will be carried out to improve the on-line monitoring of the
insulation fault of power transformer, further improve the intelligent diagnosis tech-
nology of transformer fault, and provide a new method for the condition based
maintenance of transformer.
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Abstract. Aiming at the problem of poor robustness of traditional user
behavior pattern mining analysis method, a cloud computing-based intelligent
home user behavior pattern mining analysis method is designed. Intelligent
household IoT from using cloud computing method and data mining the user
behavior patterns, establish a two-layer neural network level of data is divided
into 2 kinds, the user behavior mode by setting the input weight vector calcu-
lation after classifying data correlation between user behavior model, using
Apriori algorithm, input minimum support and minimum confidence, on the
basis of analyzing the correlation between data, and establish the user behavior
mode decision tree, on the basis of complete analysis of cloud computing smart
home user behavior patterns mining method design. Through the comparison
experiment with the traditional method, it is concluded that the designed mining
analysis method based on cloud computing has higher robustness, the proposed
cloud computing-based intelligent home user behavior pattern mining method
has good application space.

Keywords: Cloud computing � Smart home � User behavior pattern

1 Introduction

Smart home is a residential platform, using integrated wiring technology, network
communication technology, security technology, automatic control technology, audio
and video technology to integrate home life related facilities, and build an efficient
management system for residential facilities and family schedules. Unlike traditional
home systems, smart home systems based on IoT technology are systems that use
communication networks to connect critical appliances and services and allow remote
control, monitoring or access. According to the three-layer architecture of the Internet
of Things, the first layer of the Internet of Things is a perceptual extension system,
which is mainly responsible for collecting information and control equipment. The
second layer is a heterogeneous converged ubiquitous communication network, which
is mainly responsible for the interconnection and storage of heterogeneous networks.
Processing; the third layer is the application and service layer, mainly responsible for
data monitoring, data analysis, etc.
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Literature [3] based on the Internet of Things and cloud computing, research on
smart home security access control technology, through analysis of existing home
appliance control systems, propose improvements in remote control and information
security, and apply the improved solution to home appliance control systems This
system enables access based on webpage and Android smartphone control mode, and
can wirelessly remotely control household appliances such as color TVs, air condi-
tioners, and fans. Through the communication interface provided by the system, the
scene mode control with security alarms and environmental monitoring in the home is
realized. However, the robustness of this method is poor.

The method of reference [3] divides the behavior pattern of mobile users into three
grades according to the degree of interest, namely, low interest, ZTE interest and
pleasure, retaining the behavior pattern with high interest, eliminating the behavior
pattern with low interest, and then mining the association rule of behavior pattern with
higher interest degree by using data mining method. Use these rules to make certain
recommended services to users in order to provide better service for mobile users.
Although the method can classify user behavior patterns according to grade, it is not
suitable for smart home users.

Through the mining and analysis of user behavior patterns, the home system can
better understand the user’s living habits, and design the electrical switch time and the
electrical start-up amount according to the user’s habits, so as to simplify the user’s life,
environmental protection and low power consumption. Cloud computing is a kind of
distributed computing. It refers to the decomposition of huge data calculation pro-
cessing programs into countless small programs through the network “cloud”. Then,
through the system composed of multiple servers, processing and analyzing these small
programs to obtain the results. And return to the user. The related performance of cloud
computing can meet the mining and analysis of intelligent user behavior patterns.
Based on the above analysis, this paper studies the cloud computing-based smart home
user behavior pattern mining analysis method, the following is the research content.

2 Cloud Computing-Based Smart Home User Behavior
Pattern Mining Analysis Method

2.1 Cloud Computing Mining User Behavior Pattern Data

In the cloud computing environment, the user behavior pattern is mined. User functions
are mined using Map and Reduce functions of the MapReduce parallel programming
model. The main idea of MapReduce processing data is to divide a relatively large data
set into smaller data sets, hand a small data set to each node in the cluster for calcu-
lation, and then aggregate the key-value pairs with the same key value. Then, it is
handed over to different nodes for calculation and the final result is obtained [3]. The
MapReduce mining data process diagram is shown below.
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In the mining of smart home user behavior pattern data, each node calculates data
from the smart home Internet of Things according to the data clustering principle. The
calculation formula of each node, that is, the smart home user behavior pattern simi-
larity matrix is as follows.

Qmn ¼

q11 q12 � � � q1n
q21 q22 � � � q2n

..

. ..
. . .

. ..
.

qm1 qm2 � � � qmn

2
66664

3
77775

ð1Þ

In the formula (1), qmn represents the similarity between the smart home user
behavior pattern data m and the smart home user behavior pattern data template n. The
similarity matrix between the data of the two smart home user behavior patterns is as
shown in the following figure [4].

Rmn ¼

r11 r12 � � � r1n
r22 � � � r2n

. .
. ..

.

rmn

2
66664

3
77775

ð2Þ

In formula (2), Rmn represents the similarity between the two smart home user
behavior pattern data of mode data m and mode data n.

According to the process diagram shown in Fig. 1, the user behavior pattern data in
the smart home is extracted from the Internet of Things. Store the mined user behavior
pattern data in HDFS. HDFS is able to split large file data into many small blocks of
data. Modify the size of the block as needed. The default size is 64 MB. HDFS follows

Fig. 1. Data mining process diagram
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the three-way replication system, ensuring that files residing in HDFS remain
unchanged in three different node assignments, as shown in the following figure [5]
(Fig. 2).

Storing with multiple copies allows you to read data from any node that has a block
of data, thereby increasing the speed at which data is read. At the same time, it is also
beneficial to compare between different copies to ensure the accuracy of the data. When
a DataNode is down or the data disappears, it can be retrieved from other copies.
When HDFS stores new files, it calculates its own checksum for the new file and keeps
the checksum in its own namespace to hide the file independently. The checksum is
sent to the client together with the data. After receiving the data, the client performs
local check. If the locally calculated checksum is different from the checksum in the
data, the data is sent incorrectly and needs to be retrieved from other nodes. This data.
After mining the smart home user behavior pattern data using cloud computing, the
user behavior patterns are classified for subsequent analysis and processing.

2.2 User Behavior Pattern Classification

In a smart home system, there are many variations in user behavior. In view of the
classification of smart home users, they can be divided into entertainment, security,
health and other categories. Considering the security of smart homes, this section
divides all the user behavior patterns of cloud data storage into two types, which can be
directly executed. And cannot be executed directly. The smart home user behavior
mode that can be directly executed means that the user behavior action can be con-
trolled by the smart home gateway and directly executed by the smart home terminal,
without first confirming whether the event is executed by the user. The smart home
behavior mode that cannot be directly executed means that this type of user action may
affect the daily life of the user after execution, and may even affect the user’s life safety.
Such behavior requires the cloud to first alert the user through the smart home gateway
after matching the user behavior. After the user selects, the smart home system will
perform related events.

Fig. 2. HDFS block multi-copy storage
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Set the primary input data set containing n data to X ¼ x1; x2; � � � ; xnð Þ, where
x1; x2; � � � ; x20 is used for primary mode identification and x21; x22; � � � ; xn is used for
secondary mode classification. In these n items, if an item matches, the item is set to 1,
and vice versa. With the use of users, the user’s behavior pattern will continue to
increase, and the primary and secondary mode classification modes are dynamically
added in the smart home system [7].

After receiving the data, the cloud queries the data warehouse for the mode set of
the user, and performs pattern matching on the data from the mode set. Finally, after
competition, a pattern with the highest matching rate is obtained. The following figure
shows a flow chart for classifying user behavior patterns using a classification algo-
rithm (Fig. 3).

Fig. 3. User behavior pattern classification flow chart
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First, initialize the weight vector: Since the system has not been trained yet, there
can be only one neuron at the output, and there is no input from the outside world at
this time, so the input weight vector is set as follows:

bij 0ð Þ ¼ 1
1þ n

ð3Þ

In formula (3), bij 0ð Þ is the input weight vector, and the value is 90. Calculate data
similarity and match the data [8]. Taking the similarity threshold of 0.8, the similarity
between the data is calculated according to the similarity calculation formula shown in
the following equation.

sim u; vð Þ ¼ u � vffiffiffiffiffi
u2

p ffiffiffiffiffi
v2

p ð4Þ

In formula (4), u is the matching template data in the database, v is the input data of
the neural network, and sim u; vð Þ is the degree of similarity. sim u; vð Þ The smaller the
value, the more similar the two data are [9]. In order to make the similarity ratio closer
to 1 in the subsequent similar matching, the parameters are adjusted so that the output
node can be better fused with the data. If the two data are not similar, that is, no suitable
pattern matching is found in the data warehouse, then another level node is added to the
neural network to make the large class match successfully.

The second layer of neural network pattern matching will be performed after
matching to the large class. The overall process is similar to the first layer, except that
after a matching pattern is not matched, a pre-selected mode is set. After the number of
occurrences of this mode exceeds the threshold, the system will officially set it to the
matching mode. After classifying user behavior, calculate the degree of association
between user behaviors so that smart home adjustment control services.

2.3 User Behavior Correlation Calculation

What smart homes need is to discover user habits and provide the right services at the
right time. Association rule mining is to discover the relationship between attributes in
the database, and measure the relevance with support and credibility to meet the
requirements.

The data set of the association rule mining is recorded as D, D ¼ t1; t2; � � � ;f
tk; . . .; tng, in the data set tk ¼ i1; i2; � � � ; im; . . .; ip

� �
. tk k ¼ 1; 2; � � � ; nð Þ is called

transaction, and im i ¼ 1; 2; . . .; pð Þ is called item. Let I ¼ i1; i2; � � � ; imf g be the set of
all the items in D and any subset W of I be called the set of items of D. The number of
transactions in the data set D containing the item set W is referred to as the support
number of the item set W , and is denoted as rw. The support of item set X is denoted as
s(W), and the calculation formula is as follows.

s Wð Þ ¼ rw
Dj j � 100% ð5Þ
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In formula (5), Dj j is the number of transactions of transaction set D [10]. If s Wð Þ is
not less than the minimum support specified by the user, then s Wð Þ is called a frequent
item set. If W and V are item sets, and W \V ¼ U, implied formula W ) V is called
an association rule, and W and V are respectively referred to as premise and conclusion
of association rule W ) V . The support level of item set W \V ¼ U is called the
support degree of association rule W ) V , and is recorded as s W ) Vð Þ, namely:

s W ) Vð Þ ¼ s W [Vð Þ ð6Þ

The confidence level of association rule W ) V is recorded as c W ) Vð Þ, that is,

c W ) Vð Þ ¼ s W [Vð Þ
s Wð Þ � 100% ð7Þ

After calculating the relevance degree of the smart home user behavior according to
the above formula, the classified smart home user behavior data is subdivided again in
the same category according to the degree of association.

According to the association rule, the threshold is set to 0.6. In the same user
behavior pattern data category, all user behavior pattern data whose association value is
greater than the threshold is grouped into one set. User behavior pattern data with a
degree of association below the threshold is split into another collection. Until the smart
home user behavior data in all categories is subdivided. Use algorithms to analyze
smart home user behavior data.

2.4 Analyze User Behavior Pattern Data

Use the Apriori algorithm to analyze smart home users using home device activity
associations. First, find all the frequency sets. These frequency sets appear at least at the
same frequency as the predefined minimum support. Secondly, strong correlation rules
are generated by the frequency set. These rules must meet the minimum support and
minimum confidence. Third Use the frequency set found in the first step to generate the
desired rule, and generate all the rules that only contain the set items, where each rule
has only one right part, and the definition of the middle rule is used here. Once these
rules are generated, only those rules that are greater than the minimum confidence
given by the user are retained.

Before the Apriori algorithm starts running, input two parameters of minimum
support s wð Þ and minimum confidence c w ) vð Þ, and initialize the array data and the
vertical array two data structures. Scan the original transaction set to fill the corre-
sponding array vector, and then generate the corresponding vertical array from the
array vector. The transaction number of each item is supported by the vertical array
statistics (that is, all the transaction numbers in the columns below each item), and the
support count of each item needs to be calculated in combination with the number of
occurrences of the corresponding transaction in the array vector, and then the support
transaction is deleted. The number is less than the minimum support level of s wð Þ,
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which in turn leads to a frequent 1-item set. Count the number of frequent 1-item
centralized transactions. If it is greater than 2, continue to execute downwards. If less
than 2, the current 1-frequent item set is the result of the final frequent item set. Except
for the transaction code whose transaction length is less than 2 in the vertical array, the
candidate 2-item set is obtained by the two-two connection of the items in the frequent
1-item set. The transaction set supporting the candidate 2-item set can be generated by
supporting the connection in the vertical array. The support transaction of the two
transactions of the item is obtained by intersection, and the frequent 2-item set can be
obtained by deleting the candidate 2-item with the support less than the minimum
support. And so on, until all user behavior correlations are analyzed.

In order to enable the smart home system to provide services to users accurately and
efficiently, a decision tree is established to analyze the user behavior patterns after
analyzing the relevance. The data analyzed by the Apriori algorithm generates a data
set containing many attributes according to the degree of association. To create a data
set containing many attributes into a tree, you need to split the attributes of the data set.
This paper chooses the splitting attribute with the maximum gain rate indicator.

The information gain rate is the ratio of the information gain to the amount of
information divided. Assuming that the sample data set for training is H and the data
set contains Hs tuples, s ¼ 1; 2; � � � ; nf g, the expectation is:

i Hð Þ ¼ �
Xn
s¼1

Hs

H
log2

Hs

H
ð8Þ

Assume that attribute A has m values of a1; a2; � � � ; am and divides sample data set
H into H1;H2; � � � ;Hmf g. After dividing data set H according to A attribute, it con-
tinues to calculate the information entropy required for the next split:

iA Hð Þ ¼
Xn
j¼1

Hj

�� ��
Hj j � i Hj

� � ð9Þ

The information gain is the difference between the original information demand and
the new demand. The information gain rate normalizes the information gain using the
“column information” value. Get the following

lA Hð Þ ¼ �
Xn
j¼1

Hj

�� ��
Hj j � log2

Hsj j
Hj j ð10Þ

This value represents information generated by dividing the training data set D into
m partitions corresponding to the m outputs of the attribute A test. A preliminary user
behavior decision tree model can be obtained as shown (Fig. 4):
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The smart home system provides users with corresponding services according to
the user behavior decision tree, thereby improving the service efficiency of the smart
home and reducing energy consumption. So far, the design of cloud computing-based
intelligent home user behavior pattern mining analysis method has been completed.

3 Test Experiment

This paper designs a smart home user behavior pattern mining analysis method based
on cloud computing. In order to verify the performance of the method, the comparison
experiment between the design and the traditional method is carried out, and the
relevant verification is completed through experiments.

3.1 Experimental Data Processing

The data used in this experiment is the power consumption data of 2 households for 2
weeks, and is collected by 3 electric meters. The first electric meter collection kitchen
mainly includes a microwave oven, an oven, etc.; the second electric meter collects the
laundry room, mainly including a washing machine and a drum type dry cleaning
machine; and the third electric meter collects a water heater and an air conditioner.
Because the data is inevitably erroneous, the missing data points are filled with the
average of the last two numbers. The experimental data is processed on a computer
configured as shown in the following table (Table 1).

Fig. 4. User behavior decision tree

132 X. Lu et al.



The processed experimental data was used as the experimental object of the
experiment, and the relevant experimental verification was completed according to the
experimental content.

3.2 Experimental Content

The experiment adopts the form of comparative experiment. The experiment group is
the cloud computing-based smart home user behavior pattern mining analysis method
designed in this paper. The experimental reference group is the traditional user
behavior pattern mining analysis method. The experimental comparison index is the
daily power consumption of the smart home system using the experimental group and
the reference group. The robustness of the experimental group method and the refer-
ence group method is verified by comparing the experimental indexes. In the experi-
mental environment shown in the figure below, the experimental verification is
completed (Fig. 5).

3.3 Experimental Result

The experimental results are shown in the following table. The data in the table are
analyzed and the corresponding experimental conclusions are obtained (Table 2).

Fig. 5. Lab environment

Table 1. Data processing computer configuration.

Project Configuration Function

CPU Intel Core i7-3596
3.25 GHz

Operating platform system

Hard disk 500 G Storage of experimental data
Graphics chips AMD RX57960 Drive display
Memory capacity 16 GB –

Ethernet card Intel PWLA8391GT Connect to the internet
Operating system Windows 8.1 Realize experimental operation
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Analysis of the above table, in the two-week experiment process, the overall power
consumption of the smart home system using the experimental group method has a
downward trend, and the overall power consumption of the smart home system using
the reference group method is constantly fluctuating. Analysis of the data in the table,
the power consumption of the smart home system using the experimental group method
is significantly lower than the power consumption of the application reference group
method. The average power consumption of the smart home system using the exper-
imental group method is 2.28 kW/h, and the average power consumption of the smart
home system using the reference group method is 5.34 kW/h, and the reference group
is about 2.35 times of the experimental group. In summary, the cloud computing-based
smart home user behavior pattern mining analysis method designed in this paper has
better robustness and can reduce the energy loss of smart home systems.

4 Conclusion

This paper designs a cloud computing-based smart home user behavior pattern mining
analysis method, and compares it with the traditional method to verify that it has better
robustness and good application space.

Fund Project: 2019 “climbing plan” Guangdong University Student Science and
technology innovation and cultivation special fund project, project name: Based on big
data intelligent home Internet of things user behavior pattern mining, project number:
pdjh2019b0617.

Table 2. Power consumption (kW/h)

Experimental days Experimental group Control group

1 2.74 5.32
2 2.69 5.06
3 2.55 5.28
4 2.43 5.21
5 2.22 5.54
6 2.28 5.66
7 2.06 5.44
8 2.16 5.05
9 2.16 5.05
10 2.26 5.76
11 2.09 5.49
12 2.15 5.69
13 2.12 5.26
14 2.04 5.60
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Abstract. Aiming at the problem that the existing behavior recognition method
can not extract the human body interaction area, resulting in low recognition
rate, a behavior recognition method based on machine learning and Fisher
vector coding is proposed. Constructing artificial neural network based on
machine learning, designing the main steps of backward propagation neural
network, making the cost function minimum; using the depth continuity of the
image to extract the foreground part of the video motion, multiplying with the
corresponding 2D video frame to detect the time domain motion Behavior;
Solving the dual quadratic programming problem of Fisher support vector
machine, obtaining its optimal solution and completing behavior learning;
segmenting the current frame image, solving the normal vector to extract the
moving target, and completing the behavior recognition method based on
machine learning and Fisher vector coding the study. In order to verify the
effectiveness of the design method, a comparative experiment was designed. The
experimental results show that the average recognition accuracy of the design
method is 7.6% higher than the traditional method.

Keywords: Machine learning � Fisher vector coding � Behavior recognition

1 Introduction

Behavior recognition is a technique that uses computer vision techniques to determine
whether a particular behavior exists in an image or video sequence. Machine learning
has a wide range of applications, especially in the fields of intelligent video surveil-
lance, traffic, and criminal investigation. Therefore, the behavior recognition of
machine learning appearance image matching has received more and more attention.
Since the two-dimensional image itself is a projection of a three-dimensional object and
cannot reflect the space of the real world, an error may occur when extracting the
human interaction area. Machine learning and Fisher vector coding have the charac-
teristics of clustering, and the depth values of the same object or objects in contact with
each other are continuous. The method in [1] was used to construct a risk prediction
model of acute kidney injury (AKI) in severe burn patients, and the prediction per-
formance of machine learning and logistic regression models were compared. Methods
The clinical data of 157 patients who met the inclusion criteria for severe burns during
the aluminum dust explosion in the “82” Kunshan plant were collected. Univariate

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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analysis was used to screen for factors that may be related to the occurrence of AKI,
including patient gender, age, admission time, basic injury, initial admission score,
treatment status, and mortality at 30, 60, and 90 days after injury. Mann-Whitney U
test, v2 test, and Fisher’s exact probability test were performed on the data. The P value
of 0.1 in univariate analysis and variables that may have clinical significance were
included in the construction of the prediction model, and the logistic regression anal-
ysis and XGBoost machine learning algorithm were used to construct the AKI pre-
diction model. Calculate the area under the receiver’s working characteristic curve
(AUC), and the sensitivity and specificity under the optimal threshold. This method,
though, identifies clinical symptoms in patients with statistical significance. However,
the sample data analyzed by it has screening indicators, so it negates the significance of
individual cases and has inaccurate problems. At present, there are many designs for
the first and second floors in the smart home field, but in order to realize the true sense
of intelligence, in addition to obtaining information and transmitting information, it is
necessary to analyze the living data. The development of smart homes can not only rely
on the improvement of technology level, but also from the perspective of simple and
environmental protection. Therefore, designing smart homes with harmonious inter-
action has more development prospects.

The existing behavior recognition method can not extract human body interaction
area, resulting in low recognition rate. Based on this, this paper proposes a behavior
recognition method based on machine learning and Fisher vector coding [2]. Con-
structing artificial neural network based on machine learning, designing the main steps
of backward propagation neural network, making the cost function minimum; using the
depth continuity of the image to extract the foreground part of the video motion,
multiplying with the corresponding 2D video frame to detect the time domain motion
Behavior; Solving the dual quadratic programming problem of Fisher support vector
machine, obtaining its optimal solution, completing behavior learning; segmenting the
current frame image, solving the normal vector to extract the moving target, and
completing the behavior recognition method based on machine learning and Fisher
vector coding the study.

2 Research on Behavior Recognition Method Based
on Machine Learning and Fisher Vector Coding

The machine learning-based behavior recognition mainly includes the construction of
artificial neural network, detecting the time domain motion behavior, using the coding
vector to complete the learning, and finally implementing the behavior recognition
based on machine learning and Fisher vector coding. The specific process of behavior
recognition is shown in Fig. 1:
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According to the above process of behavior recognition, the behavior recognition
method based on machine learning and Fisher vector coding is studied.

2.1 Building Artificial Neural Network Based on Machine Learning

Machine learning is a scientific rule that uses computers to learn data and to obtain new
knowledge and technology by turning data into useful information. This paper uses
backward propagation, and the neural network structure is shown in Fig. 2:

Fig. 1. Behavior recognition process

Fig. 2. Back propagation neural network structure
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The artificial neural network based on machine learning is a statistical learning
algorithm inspired by the biological field. A backward propagation neural network
consists of the forward and backward propagation of the input layer, hidden layer and
output layer [3]. In detail, backward propagation means that the input signal comes
from the input layer, passes through the hidden layer, and is passed to the output layer.
If the output layer achieves the expected result, the algorithm ends. Otherwise, the
wrong result will propagate back to the output layer through the original connection
path and loop continuously to get the error that minimizes the cost function. Before
these steps, in order to calculate the activation value, an activation function is set
between the input layer and the hidden layer, the hidden layer, and the output layer, as
shown in Eq. (1):

f ðxÞ ¼ 1
1þ e�hx

ð1Þ

In the above formula, e�hx represents the training precision during the activation
process. The activation function is monotonically increasing and continuous smooth.
By setting the parameters, the function can balance the linear and nonlinear relation-
ship, and the function is biased. The calculation of the wrong backpropagation is very
important. The number of hidden layers is determined by the number of input and
output layers. The gradient descent algorithm is used to mediate the sum of the min-
imum error squares, which is a common method for training backward propagation
neural networks. The training steps for the entire machine learning are shown in Fig. 3:

Fig. 3. The main steps of the backward propagation neural network
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It is critical to choose a reasonable number of hidden layers. Generally speaking,
empirical formulas that are generally accepted by the academic community can be used
to obtain parameters. Weight values can be connected to two adjacent layers. The bias
term is the mediation input in each layer. Useful items. So far, the construction of the
structure and algorithm steps of the artificial neural network based on machine learning
is completed.

2.2 Detecting Time Domain Motion Behavior

In order to effectively extract the motion template of the characters in the video stream,
this paper uses the weighted cumulative frame difference method to extract the motion
time domain. Since the RGB image itself is a two-dimensional projection of a three-
dimensional object, in which the depth information of the object is lost, it is inevitable
that the segmentation of the RGB video frame will result in over-segmentation or
under-segmentation [4]. According to the depth continuity of the depth image, the
foreground portion of the video motion can be roughly extracted, and then multiplied
by the corresponding two-dimensional video frame to remove the background. On this
basis, the weighted cumulative frame difference calculation is performed, and the
interference of background noise is effectively removed by this method, and the cal-
culation efficiency is improved. The motion area is then detected in the 2D video frame
from which the background is removed. Calculate the time domain difference using the
weighted cumulative frame difference method:

AðtÞ ¼ xt�n ft�nj ðx; yÞ � ftj ðx; yÞjþ
xt�nþ 1 ft�nþ 1j ðx; yÞ � ftj ðx; yÞj þ � � � þ
xt�1 ft�1j ðx; yÞ � ftj ðx; yÞj þ
xtþ 1 ftþ 1j ðx; yÞ � ftj ðx; yÞj þ � � � þ
xtþ n�1 ftþ n�1j ðx; yÞ � ftj ðx; yÞj þ
xtþ n ftþ nj ðx; yÞ � ftj ðx; yÞj

ð2Þ

In formula (2), f ðx; y; tÞ represents the video sequence [5] in the GRB image, and
the t time frame is ftðx; yÞ, xi is used to indicate the influence of the n frames before and
after the tth time [9]. The value of xi is expressed as:

xi ¼ ij j�1

2
Pn
i¼1

i�1
ð3Þ

The moving target time_motion region of the time domain portion of the video can
be obtained by the above formula. Although multiplication of RGB images with depth
images can eliminate some of the interference of complex backgrounds, the depth maps
are also affected by noise and other factors in the acquisition. At the same time, there
are also parts of the background and the moving human body that have continuous
depth, so this part is extracted. The boundary of the human motion area is not clear, and
there is also a hollow phenomenon in some motion areas, so it is necessary to extract
the human boundary image of the video static frame.
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2.3 Using Fisher Vector Coding to Complete Behavior Learning

The Fisher vector uses the GMM model to model the feature points, and calculates the
likelihood function gradient to represent the vector of each image according to the
parameters of the model. GMM refers to the estimation of the probability density
distribution of the image samples [6], usually using two Gaussian distributions are
fitted simultaneously. The GMM data is composed of K Gaussian model, and the
image is divided into T descriptors. It is assumed that each feature xi of the image is
independently and identically distributed. Both sides take the logarithm at the same
time, and the linear combination of Gaussian distribution is used to approximate the
description. pi refers to the Gaussian distribution of feature xi:

k ¼ xi; li; ri; i ¼ 1; . . .;Kf g ð4Þ

In the above formula, xi is the weighting coefficient of the i model, li is its first-
order mean, and ri is the second-order standard deviation. In the process of behavior
recognition using Fisher vector coding, the field of pattern recognition technology is
involved. The main step of adopting this method is to introduce Fisher’s regularity into
the support vector machine method and use it for behavior recognition to obtain high-
dimensional data for small samples. A better recognition rate, and thus a better
recognition of behavior. First, the behavior training video is processed to obtain the
sample set:

ðxi; yiÞ xi 2 Rn; yi 2 �1; þ 1f gjf g
i ¼ 1; . . .; l

ð5Þ

In the above formula, xi indicates the behavior characteristic in a video, that is, one
training sample in the n dimensional real space, and yi is its identification, indicating
that the category is not +1 or −1, and l is the number of samples. The process of
obtaining samples is to stack the behaviors directly into an n-dimensional feature [7], or
use a feature extraction method to extract n features for training learning. Select the
regular factors k1 and k2, select the positive definite kernel function and its parameters,
and calculate the kernel matrix. The role of k1 is to control the complexity of the
hypothesis space, and the role of k2 is to control Fisher’s regular influence. The
positive definite kernel function is a kernel function that satisfies the positive definite
condition and is expressed as:

kðx; x0 Þ ¼ ð/ðxÞÞT/ðx0 Þ ð6Þ

In the above formula, x; x
0
represents two learning samples, / represents an implicit

nonlinear mapping function, and superscript T represents the transposition of a matrix
or vector, which can determine a reproducing kernel space in which space, there is a
representation theorem that the hypothetical function can be expressed as:
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f ðxÞ ¼ wT/ðxÞþ b

¼ Pl
i¼1

aikðx; xiÞþ b

¼ Kaþ b

ð7Þ

In the above formula, a and b are the spheroidal coefficients in the hypothesis
function, and w is the weight vector, which can be calculated by the following
expression:

w ¼
Xl

i¼1

ai/ðxiÞ ¼ Wa ð8Þ

The dual quadratic programming problem of Fisher support vector machine can be
solved [8], and the optimal solution is obtained to complete the behavior learning.

2.4 Behavior Recognition

In order to realize behavior recognition, it is necessary to segment the current frame
image by spatial domain target detection, thereby extracting a moving target. At the
same time, the depth image is a new data source, which embodies the depth infor-
mation of objects in the image, and the depth information belonging to the same object
has continuity characteristics [9]. Therefore, the depth information can be combined to
effectively segment the moving target. In the depth map, the normal vector of the
surface of the object can effectively represent the geometric information of the object,
and the normal vector of the same object surface has only a gradual change from far
and near, and a strong mutation information is generated for different objects. Using the
normal vector information can effectively extract the edge features of the object. The
schematic diagram of the normal vector is shown in the following figure:

In Fig. 4, the right image is a depth map, and the position of any point in the figure
is P ¼ ðx; yÞ, and the depth value of the coordinate value is dðx; yÞ, so each pixel in the
depth map can be represented by P ¼ x; y; dðx; yÞ½ �, which is The method describes an
object by combining spatial information in a three-dimensional coordinate system,

Fig. 4. Schematic diagram of surface normal vector
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which is essentially different from the intensity value and spatial information of the
RGB image. The normal vector of point P ¼ ðx; yÞ in the depth map can be expressed
in the form of a vector cross product:

N ¼ Sx � Sy ð9Þ

In the above formula, Sx is the horizontal vector cross of the point, Sy is the
longitudinal vector cross of the point, and the two vector forks are calculated in detail
to obtain the formula:

Sx ¼ t
tx

x
y
dðx; yÞ

2
4

3
5 ð10Þ

Sy ¼ t
ty

x
y
dðx; yÞ

2
4

3
5 ð11Þ

Equation (9) can be transformed to get the normal vector of the point:

N ¼ Sx � Sy ¼
�tdðx;yÞ

tx
�tdðx;yÞ

ty
1

2
64

3
75 ð12Þ

After obtaining the normal vector of depth, it is also necessary to fuse the extracted
edge features. In this paper, the principle of blending edges is: when a point has only h
or u detected edges, the feature is accepted, and when there are two corner edges, the
simultaneous acceptance and weighted average is adopted [10]. By detecting the edge
of the object in the depth map, the resulting human contour is space_motion region.
Through the obtained outline, the recognition of the behavior is completed. So far, the
research on behavior recognition method based on machine learning and Fisher vector
coding has been completed.

3 Experimental Study

In order to verify the effectiveness of the identification method designed in this paper, it
is necessary to carry out experiments together with the traditional identification
methods, and analyze and compare the experimental results.

3.1 Experimental Preparation

In this paper, the CAD-120 data set was selected experimentally. Setting up the data set
consists of 4 experimenters demonstrating 10 different actions, each performed by a
different experimenter 3 times. Actions include taking medicine, picking up things,
eating, cleaning things, etc. The experimenter performs the same activities with
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different objects, and the same action of different experimenters also has a background
change. The specific parameters of the experiments that need to be used are shown in
Table 1:

Under the above experimental preparation, the experiment was carried out by the
conventional method and the method designed in the present paper.

3.2 Experimental Method

In order to improve the credibility of the experiment, the experiment is divided into
three parts: In test 1, for each action, one of each experimenter’s demonstration is
selected as the training set, and the rest is used as the test set. In Test 2, for each action,
select two of each experimenter’s presentation as the training set, and the rest as the test
set. In Test 3, for each action, the actions demonstrated by two experimenters are
selected as the training set, and the actions of the remaining two experimenters are used
as the test set. For each of the above tests, each test was repeated 100 times, and the
confusion level table was obtained, and the recognition rate was analyzed according to
the confusion level table, and the accuracy of each test was averaged.

3.3 Experimental Results and Analysis

Under the above experimental environment and experimental method, the experimental
results of the two methods in the three tests are obtained. In order to more accurately
and intuitively reflect the accuracy of the identification of the two methods, it is
necessary to pass the Matlab2015(a) software to the test. Identify the situation for
analysis. Due to the similar situation in the test, it is necessary to analyze the degree of
confusion between the two methods, and the results of the confusion of the results are
shown in Figs. 5 and 6:

Table 1. Experimental parameters

The serial number Project Parameter

1 Operating system Windows 7.0
2 Processor Intel core i5
3 System environment 8 G Lenovo V310
4 Software platform Matlab2015(a)
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In the above two figures, the 1–10 actions are: 1 for planting cereals, 2 for taking
medicine, 3 for stacking items, 4 for split piles, 5 for microwave food, 6 for picking
things, 7 for cleaning items, 8 For eating, 9 is for items, and 10 for eating. By analyzing
the two confusion degree maps, the average recognition rate of the two methods is
obtained, as shown in Table 2:

In this test, action 1 (planting grain) and action 6 (squatting things) are similar,
action 2 (medication) and action 8 (eat) are similar. Table 1 shows that the method is
identified in test 2. The highest accuracy rate is the lowest in the test three. In Test 2,
there are more data sets for training, so the accuracy rate is higher than that of the test.
In Test 3, the data sets for training and testing are respectively demonstrated by

Fig. 5. Action confusion map of the method

Fig. 6. Traditional method of action confusion map

Table 2. Average recognition rate of the two methods

The serial number Methods of this paper The traditional method

Test 1 91.3% 90.3%
Test 2 95.1% 86.4%
Test 3 82.6% 69.7%
Average recognition rate 89.7% 82.1%
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different experimenters, so there are intra-class changes of the same action. Larger,
resulting in lower accuracy. The average recognition accuracy of this paper is 89.7%,
and the average recognition accuracy of traditional methods is 82.1%, which verifies
the effectiveness of the proposed method.

4 Conclusion

The existing behavior recognition method can not extract the human body interaction
area, resulting in low recognition rate. Therefore, the behavior recognition method
based on machine learning and Fisher vector coding is proposed. Constructing artificial
neural network based on machine learning, designing the main steps of backward
propagation neural network, making the cost function minimum; using the depth
continuity of the image to extract the foreground part of the video motion, multiplying
with the corresponding 2D video frame to detect the time domain motion Behavior;
Solving the dual quadratic programming problem of Fisher support vector machine,
obtaining its optimal solution and completing behavior learning; segmenting the cur-
rent frame image, solving the normal vector to extract the moving target, and com-
pleting the behavior recognition method based on machine learning and Fisher vector
coding the study. In order to verify the effectiveness of the design method, a com-
parative experiment was designed. The experimental results show that the average
recognition accuracy of the design method is 7.6% higher than the traditional method.
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Abstract. Aiming at the problem that the traditional scheduling method can’t
deal with a large number of data quickly when dealing with social network
resource data, a new scheduling method of social network resource data based
on multi-Agent technology is proposed. Firstly, the social network scheduling
framework is designed, using the two-level structure of Agent and three CDN
management domains to hide the distribution and heterogeneity of different
resources, setting the upper limit trigger conditions of data in each management
domain of the framework, using reasoning tools to infer and calculate the SLA
comprehensive level of each network operation node, calculating the proportion
difference between various resources, selecting the appropriate bias a two-stage
resource scheduling method is used to realize resource data scheduling. The
experimental results show that: compared with the traditional scheduling
method, the social network resource data scheduling method based on multi-
Agent technology can maintain the processing time in about 10 s with the
increase of data volume, and the processing time is shorter, which is more
suitable for practical use.

Index Terms: Multi Agent technology � Social network resources � Data
scheduling � Processing time

1 Introduction

Agent technology has become a hot topic in the 1990s, even referred to as the next far-
reaching breakthrough in the field of software by some literatures. One of the important
reasons is that Agent technology is the mainstream technology in the field of computer
technology in the network distributed computing, which is also playing an increasingly
important role. On the one hand, Agent technology provides an effective way to solve
new distributed application problems. On the other hand, it provides a reasonable
conceptual model for the comprehensive and accurate study of the characteristics of
distributed computing system. The concept and technology of Agent appear in the
development of distributed application system, which shows obvious effectiveness [1].

Agent has its own computing resources and its own behavior control mechanism. It
can decide and control its own behavior according to its internal state and perceived
environmental information without direct external manipulation. Agent can interact
with other Agent and implement flexible and diverse interaction with Agent commu-
nication language, and can work effectively with other Agent. For example, a user on
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the Internet needs to use the Agent communication language to present information
requirements to the active service Agent. The Agent can sense the environment and
respond to related events [2].

Scheduling method refers to the method used by the dispatchers of automobile
transportation enterprises when they perform vehicle scheduling. The main scheduling
method is empirical scheduling. Experiential scheduling is carried out by means of
simple and visualized tools, such as using marks on the scheduling board or trans-
portation network diagram to display the vehicle running dynamics and arrange the
vehicle running routes. Using the method of mathematics or artificial intelligence
combined with electronic computer to make the plan, at the same time using modern
communication technology to transmit and feedback scheduling information, com-
manding and supervising the vehicle operation, the research on the social network
resource data scheduling method based on multi-Agent technology can schedule the
social resources in the way of data, and more reasonable allocation of social resources.

2 Data Scheduling Method of Social Network Resources
Based on Multi-Agent Technology

2.1 Design the Social Network Scheduling Framework

When designing the social network scheduling framework, virtualization technology is
used to hide the distribution and heterogeneity between different resources, so that the
network resource data is no longer an independent entity, but all resources are inte-
grated together, so that many virtual machines form a virtual resource pool, which is
managed by the management system, the preliminary design of the management
framework is shown in the Fig. 1 below:

When there are application request resources, the above management framework
will allocate corresponding amount of resources from the resource pool to provide the
service in the form of virtual machine. When the application request is completed, the
service will release the resources, the system will recycle the virtual machine and put
the released resources back to the resource pool. Users do not need to care about the
structure and specific implementation methods of the system, but only about the quality
of their own services. Because there are different users in the social network and
different users have different needs, there will be a great demand fluctuation in the
network access end, which requires that the management and scheduling of resources
in the network management system can dynamically meet the needs of users and
solve the resource utilization rate and application availability, to achieve on-demand
allocation [3].

According to the nature of the Agent itself, integrate the framework of Fig. 1, use
the interaction between each Agent, combine the learning and adaptability of the
Agent, and make automatic adjustment for the current environment. When scheduling,
multiple Agent are used. Through coordination and cooperation, the system can make
reasonable arrangements for different goals, and finally form an overall scheme.
Therefore, when integrating the design framework of Fig. 1, the first level Agent can
effectively manage and schedule network resources by controlling multiple second
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level Agent. Then use the hierarchical architecture, two-level structure and three CDN
management domains, and appropriately increase the number of Agents and the
number of Agent management domains in each layer, the overall framework structure
is shown in Fig. 2 below:

Fig. 1. Management framework designed

Fig. 2. Architecture diagram for integrating Agent technology
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Using the architecture diagram designed in the above figure, the number of mon-
itoring items includes memory utilization and network utilization. In actual monitoring,
we only need to ensure that the user determines the upper limit of the amount of usage
in the process of establishing the virtual machine instance, that is, the upper limit of the
memory size and the bandwidth of the virtual machine can be satisfied without
affecting the operation of the scheduling task in the virtual machine. In this way, only
the sum of the upper limit of memory and the upper limit of bandwidth of all virtual
machine instances on the host needs to be guaranteed within the range of memory and
bandwidth resources owned by the physical server. However, in terms of cost, users
usually want to use the actual amount of resources used by the virtual machine to count
the use of the virtual machine, so a relatively complex scheduling method is needed to
schedule effectively, and then set an upper limit trigger condition [4].

2.2 Set the Upper Limit Trigger Condition

The factors that need to be considered for the upper limit trigger conditions mainly
include utilization, memory utilization and network utilization. These three monitoring
factors represent two different monitoring standards and cannot be monitored by a
unified measurement method. Therefore, the three monitoring factors are divided into
two groups. The first group is quality monitoring item, which only includes utilization.
The main reason why it is called quality monitoring item is that its performance, that is,
the computing power provided by the computing center, cannot be measured by the
utilization of virtual machine instances alone, because even though the utilization of a
specific virtual machine is very low, other virtual machine loads on the same host are
the same all of them are very high, resulting in a very high utilization rate of the host,
resulting in less time slice allocated by the host to each virtual machine instance, so its
computing power is still very low, so it is unscientific to use the utilization rate of the
virtual machine as the measurement standard of the virtual machine performance [5].

Another measure is to represent the performance of all virtual machines on the host
through the utilization of the host of each virtual machine. This measurement standard
is more scientific than the former one, because the higher the utilization rate of the host
computer is, the busier the host computer is, the less time can be allocated to each
virtual machine, and its computing power will be lower for each virtual machine. This
measurement method will perform well in the data center of the same structure, that is,
the configuration of the running nodes in the data center is the same. However, due to
the different computing power requirements of virtual machine instances running on
the work nodes, and the servers in the data center are often heterogeneous, that is, the
configuration of servers is often different. Because each running node is different, there
are some differences in the computing power between CPUs. Therefore, there must be a
big deviation in using the CPU utilization rate to measure the CPU performance of each
running node. Therefore, when inferring the upper limit, use the inference tool to
synthesize the data value processed by CPU to get the upper limit trigger condition.
Use the inference tool as shown in the following Fig. 3 to infer the upper limit trigger
condition:

After using reasoning tools, SLA is used to enhance the data quality of conditions.
Before evaluation, a group of representative computing tasks will be generated, which
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represent different aspects of CPU computing power, and specify the ideal completion
time of each task. After that, the completion time of each task is calculated by exe-
cuting this group of tasks in all running nodes. Through the combination of these two
data and SLA level strategy, the SLA level of each node for each task is calculated.
And sum up all SLA levels of each node, and then calculate the SLA comprehensive
level of each running node. This is a measure of the CPU’s computing power based on
the quality of work. It allows the CPU to perform real tasks, and then evaluate its
computing power according to its performance. In this way, there is no problem of
heterogeneous servers to affect the evaluation of CPU performance of running nodes.
And through the selection of SLA level strategy, it can effectively highlight the sen-
sitivity of each virtual machine to the change of CPU computing power and effectively
guarantee the work quality of virtual machines with high demand for CPU [6].

One of the problems that should be considered is the virtual machine migration
triggered by the instantaneous peak value of all monitoring items on the work node. In
the process of virtual machine running, the instantaneous utilization of a monitoring
item may increase for some reason, but it will return to the normal level only for a short
time. When the monitoring items exceed the preset threshold, the virtual machine will
be migrated. When the instantaneous peak value is encountered, many unnecessary
migrations will be carried out to reduce the overall performance of the data center, and
this instantaneous peak value often occurs. So when calculating the upper limit, follow
the flow chart below (Fig. 4):

Run the device at the running node, execute the pre-defined test tasks on all the
running nodes every t, record the execution time of each task, calculate the integration
L ¼ ðl1; l2; l3; . . .; lnÞ of SLA level L of each node for each task combined with the
expected execution time of each task, finally calculate the SLA comprehensive level Lr
of each node r, and complete the upper limit setting [7].

2.3 Determine Scheduling Parameters

When determining the scheduling parameters, first deploy the tasks that users apply for
various types of resources to the cloud to complete their application deployment or

Fig. 3. Reasoning tools used
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calculation work. Different types of users work with different resource requirements, in
addition, the physical devices in the cloud environment data center have different
specifications, to design an effective method to get the optimal creation scheme of the
virtual machine, make efficient use of resources, reduce resource waste, and at the same
time, make the available resources in the cloud be allocated to many users fairly, this is
the question that needs to be considered in the resource scheduling algorithm of the
virtual machine layer question. Using a game theory based fairness effectiveness trade-
off resource scheduling algorithm to solve the resource scheduling problem considering
the fairness of resource utilization and resource allocation [8].

In the process of scheduling, we should choose the resource that has the lowest
utilization on a single physical machine to maximize the utilization value. First,
quantify the utilization value of network resources, and the quantification formula is as
follows:

Fig. 4. Execution process

Data Scheduling Method of Social Network Resources 153



utlðmiÞ
k ¼ 1� RkðmiÞ �

P
xðmiÞ
sk

PMkðmiÞ ð1Þ

Among them, RkðmiÞ is the total number of available resources K on the network

resource mi, s is the task processed on the physical machine mi,
P

xðmiÞsk is the number
of resources of type k of the assignment task s on the network resource data, PMkðmiÞ
is the total number of resources k in the initial state of the network data.

In order to avoid the large difference in the proportion of various resources, when
the proportion of a certain type of resources reaches the threshold value, the physical
machine has no ability to create a new virtual machine, at this time, resources with a
small proportion are very easy to waste resources, also known as resource fragments
[9]. In order to reduce the generation of resource fragments, it is necessary to reduce the
difference of the proportion of various types of resource occupation on a single physical
machine as much as possible, so that they tend to balance in all resource dimensions, so
as to reduce the probability of fragment generation. Skewness is used to measure the
imbalance of the proportion of various types of resources on the physical machine [10].
The smaller the skewness is, the less the residual resource fragments will be and the
higher the resource utilization will be. The calculation formula of deflection is as
follows:

skeðmiÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXK
k¼1

ð utl
ðmiÞ
k

utlðmiÞ
� 1Þ

vuut ð2Þ

Among them, utlðmiÞ
k represents the utilization rate of resource k on network

resource mi and utlðmiÞ
k ¼ 1

K

P
kutl

ðmiÞ
k represents the average utilization rate of resource

mi. Select the scheduling data with appropriate skewness, and use a two-stage resource
scheduling method to achieve resource data scheduling [11].

2.4 Realization of Resource Data Scheduling

In order to achieve resource data scheduling, a two-stage resource scheduling method is
used. In the first stage, it is appropriate to find out how much data each network
resource data needs to be allocated. In the second stage, a stable placement algorithm is
proposed to determine which scheduling algorithm the allocated network resource data
needs to use. Most data centers often run a large number of servers. Due to the low
average utilization rate of resources on the servers, most resources are idle [12]. In view
of the heterogeneity of the physical devices in the data center and the difference of
resource requests from a large number of user groups, there must be some physical
resources that cannot be fully used in the scheduling process, resulting in a waste of
resources. In the multi-type resource allocation problem, the optimization of resource
utilization is more complex, and each type of resource consumption needs to be
considered [13].
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There are two ways to improve resource utilization, first, the minimum value
maximization method is used to consider the bottleneck of resource consumption in
multiple types of resources [14]. For a large cluster of physical machines in the data
center, there may be multiple physical machines carrying sporadic virtual machines,
which idle a large number of resources, but because there are virtual machines running,
they must maintain normal working conditions, consume energy, and increase main-
tenance costs. The best running state of a single physical machine should make the
utilization rate of all types of resources reach the closed value of the best workload.
Therefore, when selecting physical machines, the resource utilization on each physical
machine should be maximized within the threshold range [15].

Using each data subtask type s, each algorithm is regarded as a service platform.
Assuming that the data rate of network resources is distributed in a compound Poisson
distribution, set the server rate as l, and calculate the probability of free time occur-
rence of resource data scheduling as follows:

P0ðsÞ ¼
XK
n¼1

ðP
n

n!
l� 1Þ

" #
ð3Þ

where, P0ðsÞ represents the number of blank data in the whole scheduling method.
According to the number of blanks, we remove the blank scheduling data from the
network resource data, and complete the research on the scheduling method of social
network resource data based on multi-Agent technology.

3 Simulation Test Experiment

3.1 Experimental Data Preparation

Using the configuration of the ClouldSim experimental environment, install several
corresponding software packages in the configuration. The installed software packages
are as follows (Table 1):

Cloud computing is used to provide various types of services. In order to simplify
the operation, four types of services are set. According to the setting of the Cloudlet

Table 1. Packages used

Serial number Name Model

1 Operating system Windows
2 Memory 4G
3 Development tool Eclipse 3.7.1
4 Java environment JDK 1.7
5 CloudSim CloudSim3.1
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class in ClouldSim, different requirements are quantified, and the task parameters in the
following Table 2 are obtained:

In contrast to user services, there are many kinds of virtual machines with different
performance in the cloud platform to meet the needs of users. This paper sets up three
virtual machines with different performance to handle tasks with different requirements,
as shown in the following Table 3:

After initializing CloudSim, use the DataCenter in the software to create the data
center, submit the user request according to the rules of Agent technology, create the
task list and virtual machine list after creating the data center Agent, call the functions
defined when creating the database center, start the experiment, record the two tradi-
tional methods and the social network resource data scheduling method based on multi
Agent technology the time to complete the task of scheduling social network resource
data.

3.2 Experimental Result

In the experiment, according to the order of data task quantity from more to less, the
time of completing different data quantity by three methods is compared, the results are
as follows (Fig. 5):

It can be seen from the above figure that when the task volume is small, with the
increase of task volume, the execution time of the three scheduling methods is almost
linear growth, and the social network resource data scheduling method of multi-Agent
technology does not show obvious advantages. When the network resource data task
volume is greater than 60, the processing time of traditional scheduling method 1

Table 2. List of task parameters

Task type Length File size Output size Network

1 40 100 80 120
2 200 60 100 60
3 600 80 50 100
4 800 20 10 50

Table 3. List of parameters for virtual machines

VM type A B C

CPU Single-core Dual-core Quad-core
Memory 256 1024 2048
Network 4000 1000 2000
Storage 40000 20000 10000
Power 100 400 1000
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increases linearly, while that of traditional scheduling method 2 and multi Agent based
scheduling method 2 increases linearly the processing time of social network resource
data scheduling method based on t technology gradually slows down. When the
number of network resource data scheduling tasks reaches 120, the processing time of
traditional scheduling method 1 and traditional scheduling method 2 still increases
rapidly, while the social network resource data scheduling method based on multi-
Agent technology maintains a stable state. To sum up, with the increase of scheduling
data tasks, the processing time of social network resource data scheduling method
based on multi-Agent technology can be maintained at about 10 s, while the two
traditional scheduling methods, with the increase of scheduling tasks, the processing
time will also increase, with weak timeliness, which is not conducive to the scheduling
of social network resource data.

4 Conclusions

With the rapid development of social network and the continuous popularization of
Agent technology, the current resource management and scheduling technology has
been unable to meet the needs of all application environments. How to schedule and
manage the social network resource data reasonably and realize the unity of user
service availability and system resource reliability is the core issue of research. At
present, most of the research on resource scheduling in the academic community
considers virtual machine as the abstract unit of resource scheduling, but few of the
research on resource scheduling in social network using multi-Agent technology.
Therefore, this paper proposes a data scheduling method of social network resources
based on multi-Agent technology, aiming at the problem that the traditional scheduling
method takes too long to process multi data tasks, which is of developmental
significance.

Fig. 5. Test results of three scheduling methods
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Abstract. The recognition rate of traditional face recognition algorithm to the
face image with occlusion is not high, resulting in poor recognition effect.
Therefore, this paper proposes a partial occlusion face recognition algorithm
based on recurrent neural network. According to the different light sources, the
high filtering function is used to analyze the halo effect of the image, realize the
preprocessing of partially occluded face image, set up the global face feature
area and the local face feature area according to the image features, and extract
the global and local features of the image; based on the time and structure
features of the recursive neural network, establish the local subspace, and realize
the local face image recognition Law. The experimental results show that:
compared with the traditional algorithm, the face recognition algorithm studied
in this paper has a higher recognition rate, and can accurately recognize the
partially occluded face image, which meets the basic requirements of the current
face image recognition.

Keywords: Recurrent neural network � Partially occluded face image �
Recognition algorithm

1 Introduction

At present, with the continuous improvement of technology level, face recognition
technology is more and more applied to the field of unlocking. However, when face
recognition system scans and recognizes the face, because the face is blocked by gauze,
mask, face towel, scarf, glasses and sunglasses and other objects, the local position of
the human image to be recognized is blocked, making the system unable to recognize
accurately. In order to solve this problem, convolutional neural network and block
image feature extraction are combined. This algorithm improves the effective recog-
nition rate of the recognition system, but it does not achieve this goal. Therefore, based
on recurrent neural network, this paper studies the recognition algorithm of partially
occluded face image which can solve this problem. This algorithm takes the existing
problems of the conventional algorithm as the breakthrough point, greatly improves the
recognition rate of the face image recognition algorithm to the partially occluded
human image, and provides technical support for the normal work of the face recog-
nition system [1].
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2 Recognition Algorithm of Partially Occluded Face Image
Based on Recurrent Neural Network

In the process of image recognition, recurrent neural network is the premise of key
recognition algorithms. It is defined as a complete face image, which is divided into
many different connected domains according to the structural characteristics of recur-
rent neural network. The pixel features in each region are similar, that is to say, this
region is homogeneous and heterogeneous compared with other adjacent regions. The
use of this network is the key step of facial expression analysis and appearance
recognition. Therefore, it is an important and necessary part in the local occlusion face
recognition system. It is the most difficult part in the process of human image pro-
cessing, which determines the quality of the final result of human image recognition
[2].

2.1 Lumination Preprocessing of Partially Occluded Face Image

The illumination preprocessing of face image can not only eliminate the influence of
non-uniform illumination and local occlusion on the extraction of face features, but also
eliminate the high-dimensional redundancy of face image, and extract the feature vector
matrix of low-dimensional subspace as the criteria of face matching recognition, which
can greatly improve the speed of matching and recognition, and is conducive to face
recognition. Therefore, face image illumination preprocessing plays a key role in face
recognition. In many cases, image changes caused by light changes are more significant
than image changes caused by different identities. Common light source classifications
are shown in Fig. 1.

Different light sources will produce different effects. The influence of light often
leads to inaccurate facial feature extraction, which leads to low recognition rate. The
commonly used methods of illumination processing are illumination cone method,

the light 
source

object object

1 A point source 3 Diffuse
           reflection

2 Distributed
         light source

the light 
source

the light 
source object

Fig. 1. Common effects on the light source
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spherical harmonic function subspace method and self quotient image method. The
illumination cone method can generate the virtual image under any light source by
changing the direction of the light source, but the reconstructed face image is not very
characteristic. Spherical harmonic function method is to use multiple spherical har-
monic base images to represent the original image. Although the spherical harmonic
function method has good processing effect on uneven light, it increases the recognition
task and prolongs the recognition time. The self quotient image method is used to
divide the original image and Gaussian filter image point by point, which can effec-
tively outline the edge information of the image and unify the brightness and darkness
of the image [3]. Because of the excellent algorithm performance of self quotient
image, the principle of self quotient image processing non-uniform illumination is
applied to the structure of progressive neural network. The basic idea of self quotient
image comes from quotient image. The premise of quotient image theory is that the
samples have three-dimensional appearance and different texture information, and the
face image meets such conditions. Set M as a face image, select weighted Gaussian
filter to check the original image for anisotropic filtering:

M̂ ¼ F �M ð1Þ

In the formula: F is convolution kernel; the convolution window selected is 5 � 5.
The selected weighted Gaussian filter kernel meets the following requirements:

1
n

X

e

WP ¼ 1 ð2Þ

In the formula: n is the number of convolution window pages; e is the size of
convolution kernel; W is the label of region division; P is Gaussian kernel. Combining
the above two formulas, the self quotient image is defined as the quotient of the original
image and the filtered image:

R ¼ M

M̂
¼ M

F �M ð3Þ

Because the non-uniform illumination has a greater impact on the edge information
of human face, in order to better preserve the reflectivity information and reduce the
halo effect on the stepped edge, the convolution region is divided into two sub regions
A1 and A2 by using the threshold value k, and the label value of the sub region is set,
and the calculation expression is as follows:

k¼Mean Með Þ
G i; jð Þ ¼ 0M i; jð Þ ¼ A2

1M i; jð Þ ¼ A1

(
8
><
>:

ð4Þ

In the formula: Mean Með Þ represents the spectral variation function; G i; jð Þ repre-
sents the sub region where the abscissa is i and the ordinate is j. If there is an edge in
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the convolution region, the threshold will divide the local image into two parts A1 and
A2 along the edge. This segmentation method is based on the pixel value, so the pixel
values of the two regions can be significantly different. In anisotropic filtering, only one
side of the edge is selectively filtered, which can effectively reduce the halo effect
caused by the stepped edge, and then achieve effective light processing. However, the
original image and filtered image often enlarge the high-frequency noise in the point by
point division operation. The solution to this problem is to transform the self quotient
image nonlinear

G0 i; jð Þ ¼ D Rð Þ ð5Þ

There are many kinds of nonlinear function D. Logarithm function is commonly
used. The reflectance information in the image that does not follow the light can not
only effectively reduce the edge information of the stepped face image. Self quotient
image is effective enough to extract face image, which can effectively reduce the halo
effect of stepped edge, and can outline the edge information of face image [4].

2.2 Feature Extraction of Face Image

After the preprocessing of human image, the feature of face image is extracted, which is
regarded as the bottom visual feature of image. According to the region of interest,
image features can be divided into global features and local features. Global features
describe the whole image, including color features, texture features and shape features.
The calculation is relatively simple, but the biggest problem of global features is that it
can not accurately describe the local features of the image. The extracted features have
a lot of redundant information and are not suitable for fine-grained image classification
tasks. Local feature refers to selecting important feature points to represent the target
features in the local region of interest of the image, which is the local expression of the
image features, reflecting the local non deformation of the image, and also can restore
the overall information well, which has strong robustness to changes in scale, illumi-
nation, affine, etc., and is widely used in the field of target recognition. Local features
include SIFT features, directional gradient histogram features, surf features and so on.
The interest feature of SIFT algorithm is local area. Through the transformation of
multi-scale mapping space, the scale invariant feature points of local area human image
are extracted, which has high robustness for the change of light, noise, angle of view
and affine transformation, at the same time, it has strong scalability and can solve the
problem of image recognition in complex scenes such as light influence, object
occlusion, noise, debris to a certain extent. It is a classical method in visual feature
extraction [5]. The key steps of feature extraction are as follows:

Detect the extremum of scale space. According to the key steps of sift operator, key
points are detected on different scale images. According to the scale space theory, the
input image can be transformed into image feature points in different scale space, where
the scale space kernel is Gaussian function. Suppose M x; yð Þ is the input image and
G x; y; rð Þ is the multi-scale Gaussian kernel function. The scale space of the image can
be defined by the following formula:
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G x; y; rð Þ ¼ 1
2pr2 e

� x2 þ y2ð Þ
2r2

L x; y; rð Þ ¼ G x; y; rð Þ �M x; yð Þ

(
ð6Þ

In the formula, 1 � is the symbol of convolution operation; L x; y; rð Þ is the scale
space of the image; r is the size of the scale space; e is the fixed exponential function.
When r is larger, it means that the image is more blurred, and its scale space is larger.
When r is smaller, it means that the image is clearer, and its scale space is smaller. The
details of image layer are as shown in Fig. 2:

Considering the problem of time complexity and space complexity, the Gaussian
difference operator is introduced and defined as follows:

D x; y; rð Þ ¼ G x; y; brð Þ � G x; y; rð Þ½ � �M x; yð Þ
= L x; y; brð Þ � x; y; rð Þ

ð7Þ

In the formula: b is a constant multiplication factor, the introduction of Gauss
difference pyramid D x; y; rð Þ can increase the stability of detecting the effective
extreme points in different scale space. According to the right side of the generation
diagram of the Gaussian difference pyramid in Fig. 2, for the adjacent two-layer image,
the Gaussian difference image can be obtained by subtracting the two images. In order
to calculate the local extremum of the Gauss difference pyramid D x; y; rð Þ, each pixel
point should be compared with all its neighboring points to determine the size of its
neighboring points on the same image scale, the previous image scale, i.e. the first and
next image scales, i.e. the second order. If the pixel point is the maximum or minimum
value of its neighborhood, then the pixel point can be considered as a local extremum
point, i.e. a local extremum point potential key points not filtered [6].

Second order
 scale

Gaussian DOG

fIrst order scale

Fig. 2. Schematic diagram of generation of Gaussian difference pyramids
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After the operation of the above steps, local extremum points under different scales
have been detected. However, in order to locate its location and determine its scale
more accurately, it is necessary to screen the potential key points and use the scale
space DOG function to fit the curve, so as to enhance the matching stability and
improve the anti noise ability. The Taylor expansion of DOG functions in scale space is
as follows:

D Xð Þ ¼ Dþ @DT

@X
X þ 1

2
XT @

2D
@X2 X ð8Þ

In the formula: X¼ x; y; rð ÞT represents the offset of pixel detection point, and the
offset of extreme point can be obtained as follows:

X̂ ¼ � @2D�1

@X2 � @D
@X

ð9Þ

The above equation is substituted into the formula (6), and in order to remove the
extreme point with a small contrast, the value of the extreme value is generally set to
0.03, and there is:

D X̂
� � ¼ Dþ 1

2
� @XT

@X
X̂ ð10Þ

Since the extreme value of operator DOG has a large principal curvature at the
edge, but relatively small in the vertical direction, in order to eliminate the unstable
extreme points at the edge, a 2 � 2 Hessian matrix can be used to calculate the
principal curvature at the location and key point scale respectively, and the default
value is 10 [7]. In order to make the operator rotation invariant, it is necessary to
determine a main direction for the key points obtained through the above steps, which
is based on the gradient direction of each pixel in the neighborhood of the key points,
as shown in Fig. 3.

feature
enlargement

Fig. 3. Principle diagram of main direction determination of feature points
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Firstly, the sampling operation is carried out in the neighborhood of key points, and
then the direction histogram is obtained by histogram statistics according to the gradient
direction, the maximum value in the histogram is the main direction of the corre-
sponding feature points. According to the above steps, the main direction of the key can
be determined, and the coordinate axis can be rotated to keep its direction consistent
with the main direction of the key. Figure 4 below is the key description diagram.

According to the above figure, assign the sampling points in the neighborhood of
key points to the sub area, create the gradient direction histogram of 8-column ele-
ments, i.e. 8 directions, and calculate the gradient direction in the sub area to form 4
seeds, which generates the feature description vector with 4� 4� 8 ¼ 128 dimen-
sional key points. Finally, through normalization and sorting operations, get the face
image vector of SIFT feature description [8].

2.3 Setting up Image Recognition Algorithm Based on Recursive Neural
Network

After the above operations, using the characteristics of recurrent neural network, the
associative memory face recognition is established, and the image recognition algo-
rithm is set up. We give the algorithm of image recognition based on the method of self

Fig. 4. Key point description sub diagram
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associative memory and different associative memory of recurrent neural network. Our
algorithm mainly obtains the appropriate network weight through training recurrent
neural network, remembers the facial features with the attractor of the network, so as to
achieve the purpose of face recognition. After the input and output modes are repre-
sented as vector arrays, the weights of the network are calculated directly, which
reduces the calculation amount; because the network has 2sð Þn balance points, it can
remember a large number of face features, so it is not necessary to retrain the network
for different features. The recurrent neural network used in the recognition algorithm is
described by the following differential equations:

dxi tð Þ
dt ¼ �xi tð Þþ

Pn

j¼1
uijf xj tð Þ

� �þ Pn

j¼1
vijf xj t � uij tð Þ

� �� �þ ki

yi ¼ f xj tð Þ
� �

8
<
: ð11Þ

In the formula: xi tð Þ is the state of the network; uij, vij is the weight of the network;
uij is the time-varying delay that may occur during the operation of the network; ki is
the external input of the network; 6 yi ¼ f xj tð Þ

� �
is the output of the network. This

formula is a classic neural network model. The existing literature has analyzed the
neural network in detail, and obtained that the network has 2sð Þn local exponential
stable equilibrium points [9].

According to the structural characteristics of recurrent neural network, it uses down
sampling to reduce the dimension and detect the occluded area in the face image.
Although down sampling may reduce the image texture information and the face
recognition rate, it can effectively reduce the dimension of the face image. In this
algorithm, the down sampling recurrent neural network is not only used for face
recognition [10, 11], but also used to detect the occluded coverage, it makes up for the
time-consuming shortcomings of the conventional sparse recognition algorithm in
processing high-dimensional data, and can keep the overall texture structure of the face
unchanged, and can detect the occluded or damaged areas of the face relatively
accurately. As shown in Fig. 5 below.

Fig. 5. Local recognition image
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It can be seen from the above figure that (a) is the original test sample; (b) repre-
sents that the original sample is dimensionally reduced according to certain rules to
reduce the calculation amount; (c) represents the occlusion pixel filter, which is the
binary image of the detected possible occlusion area; and (d) represents the recon-
structed test sample. Although the dimension of the original face data is relatively high,
it is generally believed that the face data is actually distributed in some low-
dimensional manifold spaces [12], the most typical of which is the linear subspace. We
use recurrent neural network to build a special linear subspace, that is, the recon-
struction subspace. A human face image vector can be expressed linearly as follows
with x 2 RM :

x ¼ �xþPs ð12Þ

In the formula: �x represents the mean value of all samples; s 2 Rl represents the
sparse vector; P 2 RM�N represents the subspace matrix, and each image is composed
of the eigenvectors corresponding to the non-zero eigenvalue of the covariance matrix;
l represents the subspace dimension; because P is the orthogonal matrix, �x and P are
constants, and each face image vector x corresponds to the unique coefficient vector s.
Based on orthogonality [13], s can be directly obtained by linear projection:

s ¼ PT x� �xð Þ ð13Þ

Formula (10) can also be described as a system of equations, and 11 s is an
unknown quantity. Generally, there is M 2 l, so this equation group is an overdeter-
mined equation, that is, the face image vector x is sufficient to determine the value of s.
Let xab ¼ Wx, of which W 2 0; 1f gD�M , be the filter occlusion matrix obtained from
the occluded image after expansion corrosion [14], so the equations based on the
detection of non occluded pixels are as follows:

W x� �xð Þ ¼ WPs ð14Þ

The least square approximation of the norm is as follows:

ŝ ¼ argmin Wxs �W�x�WPsk k22
¼ argmin xabs �W�x�WPsk k22

ð15Þ

So you can get it with xab. The corresponding representation coefficient vector of
the complete face is calculated as follows:

ŝ ¼ WPð ÞT WPð Þ� ��1
WPð ÞT xab �W�xð Þ ð16Þ
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Using the above calculation formula, the complete face image recognition results
are obtained [15]. Using recurrent neural network to establish linear subspace, each
face image can be uniquely represented by a coefficient vector. Through the above
image recognition algorithm, the partially occluded face is repaired to get more
accurate recognition results. So far, based on the functional characteristics of recurrent
neural network, the partially occluded face image recognition algorithm is realized.

3 Simulation Test Experiment

In order to test the reliability of the proposed algorithm, a simulation comparison
experiment is proposed to compare the image recognition algorithm with the con-
ventional algorithm. Through the test results, the recognition ability of the two algo-
rithms is compared. An AR face database was selected as the experimental object
source. The AR face database consists of more than 4000 color face images of 126
people, including 70 men and 56 women. All face images are frontal standard images,
there are many kinds of facial expressions, different lighting, sunglasses and scarves.
Each person has 26 facial images, which are divided into two groups. Each group has
13 facial images taken and collected at the interval of two weeks. Figure 6 below is a
partial face image of a randomly selected person in the AR face database.

Two algorithms are respectively used to recognize the face in the above figure. This
experiment is divided into four groups, the experimental objects in each group are
different, at the same time, each group is recognized 10 times, and the average value is
taken as the final result. The experimental data is shown in Table 1.

Fig. 6. A partial face image of a randomly selected person in the AR face database.

168 X. Lu et al.



According to the test results in the table, under the proposed algorithm, the
recognition rate of four different partially occluded face images is higher than that of
the conventional image recognition algorithm. According to the calculation, the
recognition rate difference between the two algorithms for b is 22.12%; the recognition
rate difference for c is 25.17%; the recognition rate difference for d is 50.04%; and the
recognition rate difference for e is 42.61%. Therefore, the recognition rate of the image
recognition algorithm based on recurrent neural network is higher, which is more in
line with the purpose of this study.

4 Conclusions

In this paper, the algorithm extracts the facial features of the occluded part of the face.
According to the optimization function of recurrent neural network on the face image, it
improves and optimizes the recognition algorithm, improves the recognition rate of the
algorithm, and ensures the consistency between the recognition results and the reality.
However, the calculation steps in the algorithm are more complex. Therefore, we hope
that in the future practical application, we need to pay attention not to make calculation
errors, and continue to simplify the algorithm in order to apply it in practice efficiently.

Fund Project. 2019 “climbing plan” Guangdong University Student Science and technology
innovation and cultivation special fund project, project name: multi pose face image recognition
algorithm based on artificial neural network learning, project number: pdjh2019b0619.
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Abstract. In order to improve the effective ability of sports, it is necessary to
carry out sports timing training, construct the wireless communication network
of sports timing training, and propose a sports timing training method based on
wireless communication. A training model of motion timing in wireless com-
munication network based on spatial interval equilibrium regulation and
piecewise load distribution is constructed. The wireless communication trans-
mission channel model of motion timing training is constructed, the channel
adaptive equilibrium allocation of motion timing training in wireless commu-
nication network is carried out by using spatial equilibrium scheduling method,
the orthogonal matching signal tracking model of motion timing training is
established. Combined with the load block equilibrium allocation method of
multiplex motion timing training, the optimal allocation of motion timing
training is carried out. the effectiveness of motion timing training information
transmission in wireless communication network is characterized by the number
of endpoint paths, and the anti-interference ability of communication is
improved by combining the interference suppression method of training envi-
ronment. The simulation results show that the output quality of motion timing
training in wireless communication network is high and the bit error rate
(BER) is low, which improves the balanced distribution ability of motion timing
training load in wireless communication network.

Keywords: Wireless communication � Sports � Interval timing training �
Physical training

1 Introduction

In recent years, people’s disposable income is getting more and more, so people pay
more attention to education, so the demand for education is getting higher and higher.
In order to meet the needs of the current education, our country is constantly carrying
out the education reform, and it is necessary to do all the students for the students [1].
The physical exercise in our country is very hot, but in the case of track and field
training, the overall training level is not high, the professional is deficient, and the
degree of attention and importance of the training is also low. So that most people are
less aware of the track and field movement, so that the enthusiasm of the track and field
training learning is not high, and further, the overall level of the track and field
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movement is getting worse. The physical education is not only to improve its physical
skills, to master the fitness of the training, but also to train according to the health status
of the students [2]. The physical education teachers can’t train the students too much
during the training, too much training is to make the physical organization of the
students hurt easily, and if the injury is serious, the students can have sequela. Second,
too many training often leads to the physical ability of the students to be subjected to
severe load, not only cannot achieve the purpose of physical exercise, but also cause
harm to the body, so that the nervous system of the students is tired, the students can
also produce the psychological state of the exclusion of the track and field training, and
the sports level is difficult to improve [3]. The teacher should use all kinds of teaching
tools correctly, can refer to other teaching videos or teacher training, and can absorb
and draw on the training teaching of the sports course from all aspects. On the one
hand, we need to train the students, which is the foundation, followed by the next step
of speed and skill training. Carry out the content training for students to imitate the
professional competition system, strengthen the further understanding of the teaching
content, and carry out strictly according to the standard. The perfect system is an
important guarantee for the smooth progress of the track and field training, so the
school should pay attention to the sound of the related training system. When the
students are in track and field training, the school should adjust the time of the students’
cultural lesson and the track and field training, so as to avoid the interruption of the
training of the students or the failure of the culture class due to the time conflict. In
addition, the school should develop the relevant training plan according to the specific
situation of the student’s training, so as to urge the students and the teachers to carry
out the training strictly [4].

The information enhancement model for transmitting the timing training data of the
moving sub-period under the wireless communication network is constructed, the anti-
interference capability of the time-counting training data of the moving sub-period
under the wireless communication network is improved by the information enhance-
ment, and a mathematical model of the timing and training of the moving sub-period
under the wireless communication network is constructed, the channel balance con-
figuration model for timing and training of the moving sub-period under the wireless
communication network is established, and the adaptive link forwarding control
method is adopted to carry out the channel equalization design of the time-division
timing training of the moving sub-period under the wireless communication network,
in order to improve the balance of the timing and training of the moving sub-period
under the wireless communication network, the relevant wireless communication
network is subject to great attention to the research of the mathematical modeling of the
time-division timing training of the moving sub-period under the related wireless
communication network. In this paper, a mathematical modeling method for the time-
of-time training in a wireless communication network based on space-space-space-
balancing and segment-load allocation is presented. firstly, the channel equalization
model is designed, and then the output anti-interference design of the time-division
timing training of the moving sub-period under the wireless communication network is
carried out, and finally carrying out experimental test and analysis to obtain the validity
conclusion [5].
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2 The Time-Time Communication Channel Model
and the Self-adaptive Equalization Configuration
of the Motion Time-Division Period

2.1 Motion Separation Period Timing Communication Channel Model
of the Exercise Time-Division Timing Training Load Communication

In order to realize the mathematical modeling of motion timing training in wireless
communication network, firstly, the channel equilibrium allocation model of motion
timing training in wireless communication network is constructed, and the channel
balanced transmission scheduling is carried out combined with the optimal allocation
of moving timing training resources in wireless communication network, and the
information sampling model of motion timing training in wireless communication
network is established [6]. The adaptive channel equalization design method is used to
equalize the multiplex resources, and the iterative search method is used to optimize the
allocation of the transmission link. It is assumed that the transmission node of the
motion timing training in the wireless communication network is composed of t tap
nodes. Under the wireless communication network, the output characteristic quantity of
the channel n of the s relay point is analyzed, and the transmission channel model
design of the motion timing training is realized. Assuming that the tap sampling
interval of motion timing training symbols in wireless communication network is
N ¼ 2P, where MT=N and N are integers, and A, the spatial link structure combination
model of motion timing training is established under wireless communication network,
and the optimal channel transmission symbol interval distribution combination is found
by iterating, assuming that the spatial distance of symbol transmission is d, the output
model of motion timing training symbol in wireless communication network is as
follows:

xmðtÞ ¼
XI

i¼1

siðtÞejumi þ nmðtÞ; �pþ 1�m� p ð1Þ

Wherein, siðtÞ is the multi-path component of the motion timing training trans-
mission node in the wireless communication network, and xmðtÞ is the spectrum
characteristic received by the basic matrix element m of the motion timing training in
the wireless communication network [7]. The channel gain model of the motion timing
training in the wireless communication network environment is given as follows:

h tð Þ ¼
X
i

ai tð Þejhi tð Þd t � iTSð Þ ð2Þ

In the above formula, hi tð Þ represents the spatial spectrum distribution components
of motion timing training in wireless communication network environment. In the
second subslot, the time sampling length of motion timing training is G, then taking
baud rate as modulation component, the impulse response feature reconstruction model
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of motion timing training in wireless communication network environment is estab-
lished, which is expressed as follows:

xðtÞ ¼ ½x�Pþ 1ðtÞ; x�Pþ 2ðtÞ; � � � ; xPðtÞ�TN�1 ð3Þ

sðtÞ ¼ ½s1ðtÞ; s2ðtÞ; � � � sIðtÞ�TI�1 ð4Þ

According to the Shannon formula, the dynamic migration model of symbol
sequence for motion timing training in wireless communication network is established.
In the multi-path spread channel, the balance between the communication link channel
differences is tested [8–10], and the channel load transmission model is expressed as
follows:

cðs; tÞ ¼
X
n

anðtÞe�j2pfcsnðtÞdðt � snðtÞÞ ð5Þ

In which, anðtÞ is an extension loss of the timing training of a wireless commu-
nication network in a wireless communication network in the n-th path, and snðtÞ is an
n-th communication channel output experiment, thereby constructing a transmission
channel model of the time-time training of the moving sub-period under the wireless
communication network, and obtaining the self-adaptive learning function as follows:

min
P

1� i�K

P
e�kðeÞ

f ðeðiÞÞ
Cðe;iÞ

0� f ðe; iÞ�Cðe; iÞ
F ¼ constP
1� i�K;e�kðeÞ

f ðeðiÞÞ
Cðe;iÞ þ

P
e�kðeÞ

f ðe0ðiÞÞ
Cðe0;iÞ � kðvÞ

8>>>>><
>>>>>:

ð6Þ

Based on the improved motion weight analysis method, a frequency spectrum
response characteristic separation method is adopted in the multi-path channel, and a
channel model for timing and training of the motion sub-period under the wireless
communication network is constructed [11].

2.2 Channel Adaptive Equalization Configuration

The channel adaptive Equalization configuration of motion timing training in wireless
communication network is carried out by using spatial equilibrium scheduling method,
and the orthogonal matching signal tracking model of motion timing training is
established [12]. In wireless communication network, the random link model of motion
timing training is represented as follows:

x tð Þ ¼ As tð Þri þ n tð Þhi ð7Þ

In the above formula, ri, hi are the tangent spectrum width and phase characteristics
of motion timing training signal in wireless communication network. Based on the
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method of communication network topology and path effectiveness analysis, the spatial
spectral density of motion timing training is analyzed, and the statistical characteristic
RMDMMAðkÞ is satisfied.

abs½ z(k)j j2�RMDMMAðkÞ� ¼ min
i

abs½ z(k)j j2�RMDMMA i� ð8Þ

Based on the adaptive allocation method of resource transmission path, the scat-
tering structure model of motion timing training in wireless communication network is
established. The transmission bit error rate estimation error e nð Þ, motion timing training
signal and noise energy correlation factor of motion timing training in wireless com-
munication network are obtained [13], and the cross-correlation function representation
of multi-hop path resource transmission is calculated as:

CT 0 fð Þ ¼
XK
k¼�K

cke
�j2pfkT 0 ð9Þ

Where, ck is the resource modulation coefficient between the feedforward path
nodes, N is the attenuation factor of the motion time-by-time timing training signal, and
P represents the training environment interference intensity of the motion time-by-time
timing training under the wireless communication network, T 0 ¼ MT=N. Under the
signal normalization processing, the validity of transmission is characterized by the
number of endpoint paths, and the symbol rate of network transmission is Ta and the
symbol width is Ta ¼ 1=Ra. According to the above analysis, the adaptive equalization
configuration model of channel is constructed as follows:

sgnðz2RðkÞ � RMDMMA RÞ ¼ sgnðz2RðkÞ � ê2RðkÞÞ ð10Þ

sgnðz2I ðkÞ � RMDMMA IÞ ¼ sgnðz2I ðkÞ � ê2I ðkÞÞ ð11Þ

Wherein, ê2RðkÞ represents the delay estimation value of multi-hop path resource
transmission, z2RðkÞ is reverberation ratio, z2I ðkÞ is the carrier frequency characteristic of
motion timing training in wireless communication network, and ê2I ðkÞ is time delay
estimation. According to the above analysis, the channel adaptive equilibrium con-
figuration model is constructed [14].

3 Optimization of Motion Timing Training in Wireless
Communication Network

3.1 Load Block Balance Allocation for Multi-multiplex Motion
Time-Division Timing Training

On the basis of constructing the wireless communication transmission channel model
of motion timing training, and using the spatial equilibrium scheduling method to
configure the channel adaptive Equalization of motion timing training under wireless
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communication network, the mathematical modeling of motion timing training in
wireless communication network is carried out, and the conjugated characteristic
solution of multi-hop path resource transmission for motion timing training in wireless
communication network is obtained as:

dðtÞ ¼ aðtÞcðtÞ ¼
X1
n¼0

dngcðt � nTcÞ ð12Þ

Wherein

dn ¼ þ 1
�1

an ¼ cn
an 6¼ cn

�
ðn� 1ÞTc � t� nTc ð13Þ

The channel equilibrium scheduling model of motion timing training in wireless
communication network is constructed by using multi-frequency carrier loading
method [15]. The error function of channel decision feedback equalization control for
motion timing training in wireless communication network is obtained by using sin-
gular value decomposition (SVD) method:

êðkÞ ¼ zRðkÞð zRðkÞ
�� ��2�ŝ2RðkÞÞ

þ jzIðkÞð zIðkÞ
�� ��2�ŝ2I ðkÞÞ

ð14Þ

The effectiveness of motion timing training information transmission in wireless
communication network is characterized by the number of endpoint paths, and the
carrier frequency is fixed [16]. The interference suppression of c0ðtÞ, channel output is
obtained by decision feedback spread spectrum sequence of motion timing training
receiver in wireless communication network, and the feedback matching filter output is
obtained as:

JMMDMMA R ¼ c0ðtÞ.E½ðz2RðkÞ � RMDMMA RðkÞÞ2� � qðkÞ
þ ½1� qðkÞ� � E½ðz2RðkÞ � RRÞ2�

ð15Þ

According to the above analysis, the channel resource allocation model of motion
timing training in wireless communication network is extracted, and the delay error is
as follows:

eðkÞ ¼ zðkÞ½ zðkÞj j2�R� ð16Þ

3.2 Interference Suppression and Output Optimization of Timing
Training in Different Periods of Motion

Interference suppression is performed according to the channel difference of commu-
nication link, and communication filtering is carried out according to the training
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environment interference suppression method to improve the anti-interference of
communication:

fF kþ 1ð Þ ¼ fF kð Þ � l � rfFðkÞJMMDMMA

¼ fFðkÞ � lF q kð ÞeMDMMA R kð Þþ 1� qðkÞð ÞeðkÞ½ �y�ðkÞ ð17Þ

The direct sequence spread spectrum processing of the output channel is carried out
on the basis of the energy efficiency of the system as a target function [17]. The channel
gain on the communication link of the system is calculated, and the direct sequence
spread spectrum carrier frequency component of the timing training of the motion sub-
period under the wireless communication network is obtained as follows:

yðkÞ ¼ aðkÞhðkÞþ nðkÞ ð18Þ

Wherein, nðkÞ is the channel gain component, hðkÞ is the estimated delay on the H
transmission channel, and aðkÞ is the frequency domain filter modulation component.
The channel state information of each moving timing communication link is obtained,
and the SNR is obtained as:

JMDMMA ¼ q � E½ð zðkÞj j2�RMDMMAðkÞÞ2� ð19Þ

From the point of view of resource transmission, the similarity between nodes in
moving interval wireless communication network is reportrayed, and the validity
analysis model of transmission path between two moving timing nodes is obtained as
follows:

f ðkþ 1Þ ¼ f ðkÞ � l � q � eMDMMAðkÞy�ðkÞ ð20Þ

Wherein:

eMDMMAðkÞ ¼ zðkÞ½ zðkÞj j2�RMDMMAðkÞ� ð21Þ

The output iterative error of motion timing training load communication is as
follows:

priðtÞ ¼ pðtÞ � hiðtÞþ npiðtÞ ð22Þ

In the formula, hiðtÞ is the impulse response function of the communication channel
of the motion timing training load in pðtÞ. In order to realize the optimization of the
balanced allocation of the motion timing training channel in the wireless communi-
cation network, the impulse response function of the communication channel of the
motion timing training load in G is analyzed [18–20].
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4 Simulation Test Analysis

In order to verify the effect of the proposed method, several different types of wireless
communication network networking environments are selected for mathematical
modeling of motion timing training. The experiment is based on Matlab. The number
of nodes in the wireless communication network motion timing training load com-
munication is set to be 200, the data aggregation coefficient is 0.693, the sampling
frequency of the modulation sequence is 12 kHz, the carrier frequency is 14.8 kHz, and
the number of adaptive equilibrium iterative steps is 1200. The convergence step of
exercise timing training is 50, and the characteristic parameters of communication data
transmission of exercise timing training load are shown in Table 1.

According to the above parameter setting, the modeling and analysis of motion
timing training in wireless communication network is carried out, and the signal-to-
noise ratio (SNR) of training environment interference is set to −12 dB–0 dB, and the
input signal is shown in Fig. 2.

Taking the signal of Fig. 1 as the test sample, the channel gain on the communi-
cation link of the system is calculated, and the optimal allocation of motion timing
training load is carried out by combining the multi-reuse motion timing training load

Table 1. Distribution of characteristic parameters

Sports timing training network Star network Tree network Loop network

Node number 132 158 214
Number of edges 54 21 12
Carrier coefficients 0.13 0.35 0.10
Weight 0.15 0.29 0.29
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Fig. 1. Input signal of motion timing training in wireless communication network
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block equilibrium allocation method. The decision feedback equalizer is used to
equalize the motion timing training channel allocation process in the wireless com-
munication network, and the communication output is shown in Fig. 2.

The analysis of Fig. 2 shows that the proposed method can effectively realize the
channel equalization and resource optimal allocation of motion timing training in
wireless communication networks, and the output balance is good. The output bit error
rate (BER) of motion timing training in wireless communication network is tested by
different methods. The comparison results are shown in Table 2.

The analysis Table 2 shows that the output quality of motion timing training in
wireless communication network is higher, the BER is low, and the balanced distri-
bution ability of exercise timing training load is improved.

Ou
tpu

t a
mp

litu
de

 / V

Channel 1

Channel 2

Channel 3

t/s

Interference term

Fig. 2. Output of timing training in different periods of time

Table 2. Output error bit rate comparison

Input signal to noise ratio/dB Proposed method Reference [3] Reference [4]

−12 0.024 0.165 0.198
−8 0.011 0.076 0.165
−4 0 0.056 0.113
0 0 0.032 0.065
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5 Conclusions

In a wireless communication network movement sub-period timing training environ-
ment, an information enhancement model of a time-time training data transmission of a
movement sub-period in a wireless communication network is constructed. The
channel equalization design and the motion time-division timing training mathematical
modeling of the time-division timing training of the moving sub-period under the
wireless communication network are carried out. the invention discloses a scattering
structure model for timing training of a motion time-division period under a wireless
communication network, a multi-frequency carrier loading method is adopted, a
channel balance scheduling model for timing training of a motion time-division period
under a wireless communication network is constructed, the direct sequence spread
spectrum processing of the output channel is carried out with the energy efficiency of
the system as a target function, the channel gain on the communication link of the
system is calculated, And realizes the optimization of the data transmission of the
timing training of the motion separation period. The results show that the quality of the
communication is high, the balance is good, the error is low, and the communication
quality is improved. And the training quality level is improved through the opti-
mization of the motion time period timing training method.

The perfect system is an important guarantee for the smooth progress of track and
field training, so the school should pay attention to the perfection of the relevant
training system. When students carry out track and field training, the school should
adjust the time of students’ cultural class and track and field training, so as to avoid the
interruption of students’ training or the inability of cultural class to carry out properly
because of time conflict. In addition, the school should formulate the relevant training
plan according to the specific situation of the student training, in order to urge the
students and the teachers to carry on the training strictly. In a word, track and field
training can not only effectively promote the physical and mental development of
students, but also make students’ thinking ability develop to a certain extent. In order to
strengthen the intensity of students’ track and field sports and the amount of training,
teachers need to formulate a scientific and reasonable teaching program, which cannot
blindly strengthen the training of students and increase the amount of training.
Therefore, the teacher should understand the physical condition of each student, make
the appropriate training plan according to the actual situation of the students, grasp the
training intensity and quantity reasonably, and arrange the students to carry on the
training in a planned way.
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Abstract. By the localization and recognition of human moving target in video
image, combined with the information of human motion feature in video image,
the moving target localization and visual reconstruction is realized, this paper
analyzes the feature quantity of moving objects in video image, improves the
training level, and proposes a moving objects positioning technology of video
image based on computer vision and 3D feature point reconstruction. According
to the moving feature position of human body, the 3D information modeling and
image acquisition of moving target is carried out by using video information
acquisition and spatial feature scanning methods. The moving feature points of
the collected moving target video image are calibrated and arranged, and the 3D
edge outlines feature point set of human skeleton is extracted and represented as
a high dimensional vector to form the regular feature database of moving target
video image. The moving points in the regular feature database of moving target
video image are fusion to realize the reconstruction of moving target video
image and the location of moving target. The simulation results show that the
method has good real-time and accuracy in moving target location of video
image, has strong ability of 3D marking of human moving points, and has high
accuracy of extracting moving motion features.

Keywords: Computer vision � Video image � Moving target � Location

1 Introduction

The movement away human body is random, scattered and nonlinear. In order to
improve the ability of quantitative analysis of human motion and realize the scientific
guidance of human motion training, it is necessary to reconstruct the three-dimensional
image of the feature points of human motion [1]. With the development of video image
tracking and scanning technology, the video image tracking method is used to
reconstruct the feature points of human motion, to overcome the randomness and non-
linearity of human action, to avoid the problems of inaccurate, reconstruction of
stiffness and rough edges of human motion, to use the video image tracking method of
moving target feature points of video image to reconstruct the human motion, and to
recognize the human action by video image tracking technology. To depict the regular
characteristics of human motion from the process of human motion, so as to improve
the scientific nature of human motion training, the study of video image moving target
feature point tracking method has attracted great attention on experts and scholars.
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In the traditional method, the tracking technology of the moving target character-
istic point of the video image mainly comprises a human body motion action char-
acteristic fusion scanning method based on a point cloud technology, a gesture
information quantitative tracking identification method and a motion tracking identi-
fication method based on the computer vision feature extraction. The moving target
feature quantity of the video image is analyzed by the method of image processing and
attitude sensing and the like, the data mining and information fusion of the human body
motion point are carried out, the sports skill and the level are improved, the relevant
documents are researched and certain motion guidance and action correction perfor-
mance are obtained, in which, the reference [2] method uses matrix f norm constraints
for the residual term to solve the orthogonal prucker regression model, making the
model very sensitive to some noise (e.g., illumination). Replace the original matrix f
norm constraint with a more robust 1 norm constraint and propose a sparse orthogonal
pruck regression model. The model can be solved by an effective alternating iterative
algorithm. The experimental results show that the model can deal with the change of
face attitude effectively. However, the accuracy of this method is general, and the
accuracy of 3D marking and feature extraction is not high.

In reference [3], the method of facial expression modeling based on interval algebra
bayesian networks is able to capture not only the spatial relation of the face, but also the
complex temporal relation of the face, so that the face expression can be recognized
more effectively. The method can improve the speed of training and recognition by
using only tracking-based features and not manually marking peak frames. However,
the accuracy of this method is general, and the accuracy of 3D marking and feature
extraction is not high. the three-dimensional attitude information acquisition and three-
dimensional reconstruction method of the motion characteristic is presented in the
document [4], and the three-dimensional laser scanning method is adopted to acquire
the motion characteristics of the human body target, and the tracking system of the
target action is constructed, the method carries out the batch read-in of the human body
motion characteristic information by using a sampling point noose interpolation
method, realizes the three-dimensional information reconstruction and volume ren-
dering of the human body dynamic information, improves the accuracy of the tracking
and identification of the human body motion point, but the method cannot precisely
register the control point when being interfered by the large motion characteristic, so
that the dynamic accumulation of the motion action characteristic points is caused, so
that the calculation cost is increased; the method for establishing the three-dimensional
human body model of an athlete based on the laser scanning technology is proposed in
the document [5], the human body model is established on the basis of the human
skeleton model, the three-dimensional human body model reconstruction is carried out
by the least square regression expansion algorithm, and the three-dimensional scattered
video image motion target positioning is realized, and the problem of the method is that
the tracking and identification accuracy of the high-dimensional motion pose infor-
mation is not high [6].

In this paper, a moving target location technique for video image based on com-
puter vision and 3D feature point reconstruction is proposed. Firstly, the 3D infor-
mation modeling and image acquisition of moving targets is carried out by using video
information acquisition and spatial feature scanning methods. According to the moving
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feature parts of human body, the moving feature points of the collected moving target
video image are calibrated and arranged, and the 3D edge outlines feature point set of
human skeleton is extracted and represented as a high dimensional vector to form a
regular feature database of moving target video images. Then, the moving points in the
regular feature database of moving target video image are fusion, and the moving target
videos image reconstruction and moving target location are realized. Finally, simula-
tion experiments are carried out to show the superior performance of this method of
improving the accuracy of moving target location and recognition in video images.

2 Three-Dimensional Information Modeling of 3D Scanning
Motion Target in Visual Space

2.1 Image Acquisition Based on 3D Information Modeling of Moving
Target

In order to realize video image tracking and recognition of moving target feature points
in video image, firstly, the method of video information acquisition and spatial feature
scanning is used to model the three-dimensional information of moving target, and
through the three-dimensional image acquisition of human motion action, combined
with the collected images, the motion feature points are calibrated and processed to
realize the information fusion and tracking recognition of human body motion points
[7]. The three-dimensional tracking and scanning method of visual space is used to
obtain the dynamic information on human body, and the two-dimensional action
manifolds analysis models on human motion point is constructed. The human motion
studied in this paper mainly include standing, upper limb motion and lower extremity
movement, and the three-dimensional scattered points of human motion point are
calibrated, as shown in Fig. 1.

According to the calibration result of the human body motion characteristic point
given in Fig. 1, the human body are characterized by a human skeleton, the visual
space scanning image output path of the joint nodes u to v is represented by the
G ¼ ðV ;EÞ, taking the three-dimensional visual space scan image of the human body
as the pixel sequence, dGðu,v) , and input the original pixel feature data of the visual

space scan, the formula u 2ð Þ ¼ u 2ð Þ
1 ; u 2ð Þ

2 ; u 2ð Þ
3 ; u 2ð Þ

4

� �
it can be used to calculate the

target sequence of human motion feature u ¼ y0; z0; k;/ð ÞT . The three-dimensional
information modeling axis of the moving object can be calculated by using the least

square method, the coordinate values, the u 3ð Þ ¼ u 3ð Þ
1 ; u 3ð Þ

2 ; u 3ð Þ
3 ; u 3ð Þ

4

� �
, and the direc-

tion of the vector a!¼ cos u 3ð Þ
3 cos u 3ð Þ

4 ; sin u 3ð Þ
3 cos u 3ð Þ

4 ; sin u 3ð Þ
4

� �
along the axis of the

human motion attitude distribution are calculated, thereby realizing the image acqui-
sition of the three-dimensional information modeling of the moving target, it also
provides accurate data input and entry for tracking feature points of moving objects in
video images [8].
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2.2 Calibration and Arrangement of Human Motion Feature Points

According to the motion characteristic part of the human body, the acquired moving
target video image is calibrated and arranged, the action point inverse mapping on the
two-dimensional manifold is realized, The three-dimensional model of cylindrical
surface fitting algorithm is established, which can describe the coordinate position of
visual space in spatial coordinate system p� ¼ X cs2ð Þ; h�; q�

� �
. The three-dimensional

information modeling on the moving object of the three-dimensional model can be
obtained by using the cylindrical surface fitting algorithm:

he; qeð Þ ¼ EFA h�; q�ð Þ ð1Þ

Set the edge pixel set of the three-dimensional image, the line of the cylindrical
surface of the motion space distribution is he; qeð Þ and the bus is parallel to the x axis.
The following formula can be used to describe all the action vectors in the high-
dimensional Euclidean space:

EX cs2ð Þ ¼ xjx 2 0; h½ �f g
EY cs2ð Þ ¼ qe cos he

EZ cs2ð Þ ¼ qe sin he

9
=
; ð2Þ

(a) Standing and lower limb movement

(b) Upper extremity exercise

Fig. 1. Calibration of motion characteristic points of human motion points
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The set matrix which represents the characteristic points of human action is
obtained by formula (2), and the X-axis direction translation is carried out with qe � R
as the unit of displacement, and the three-dimensional manifolds distribution describing
n human body cohesion actions is obtained as shown in Fig. 2.

The training set of the human body motion characteristic part is extracted from the
high-dimensional Euclidean space, a joint action vector is constructed in the area of the
motion distribution range of the human body, and the feature values of the moving
target feature points in the video image of M are small to small, and the human body
movement feature points are shown in Fig. 3.

Area range of n connection actions

Fig. 2. Three-dimensional manifold distribution of human connection action

Fig. 3. Human motion feature point arrangement results
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According to the arrangement result of Fig. 3, the maximum gray-level contour
point mark is carried out, and the high-dimensional vector Iði; jÞ of the moving point set
of the three-dimensional human visual space scanning output is obtained as follows:

Iði; jÞ ¼
XP

k¼1

IðkÞði; jÞ � 2k�1 ð3Þ

Wherein, IðkÞ is a manifold vector of all three-dimensional scattered human moving
sample points to a low-dimensional space, and the motion characteristic information is
marked according to the three-dimensional edge contour feature point set of the human
skeleton [9–11].

3 The Realization of the Moving Target
of Three-Dimensional Scattered Video Image

3.1 Visual Space Fusion Processing of Moving Target Video Image

Based on the construction of human motion process and the extraction of moving
feature points by using video information acquisition and spatial feature scanning
method, the moving target location design of 3D scattered video images is carried out,
and the regular feature database of moving target video image is formed by extracting
the 3D edge outline feature point set of human skeleton [12]. The visual spatial
information fusion method is used to track and recognize the moving points in the
regular feature database of moving target video images. The 3D irregular point data
onto human motion are regularized and fusion. After simple linear interpolation pro-
cessing, the effective frames of the video image tracking images of moving human
scattered points are obtained as:

rðZ;DXÞ ¼
X

i[ j

dijðZÞ � dXðxi; xjÞ
�� ��2 ð4Þ

In the above formula, the dijðZÞ is the Euclidean distance from the pixel point, and
dXðxi; xjÞ is the edge pixel point of the motion dynamic information registration.
According to the characteristic space decomposition method, the motion action char-
acteristic points of the three-dimensional human body model of the athlete are adap-
tively ordered, the template characteristic of the three-dimensional human body model
is established, the acquired moving target video image is divided into pixel points. The
method includes the following steps: obtaining a sub-block M � N of a human body
motion characteristic point in a sub-block G of Gm;n number 2-2, and carrying out
discretization processing on the motion rules attribute of a human body motion point in
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a two-dimensional quantization space [13], and obtaining the characteristic acquisition
result of the motion characteristic point model of the athlete as follows:

Gm;n ¼ gðm;nÞð1; 1Þ gðm;nÞð1; 2Þ
gðm;nÞð2; 1Þ gðm;nÞð2; 2Þ

� �
m ¼ 1; 2; . . .;M; n ¼ 1; 2; . . .;N; ð5Þ

Wherein:

gðm;nÞðu; vÞ ¼ IðkÞg½2ðm� 1Þþ u; 2ðn� 1Þþ v� ð6Þ

In which, the u 2 f1; 2g; v 2 f1; 2g represents the relevant factors of visual space
fusion of moving target video image, and the three-dimensional visual space fusion
method to conduct image retrieval. The posture and movement of the human body are
constructed, and the second moment of image visual space fusion is obtained:

P1 ¼
Xh

k¼1

pðkÞgði; jÞ � 2k�1 ð7Þ

P2 ¼
Xh

k¼1

pðkÞg�ði; jÞ � 2k�1 ð8Þ

According to the multiple key points after image visual space fusion, the posture
characteristics of human body are represented, which is used as a quantitative factor to
realize video image tracking and recognition [14].

3.2 Moving Target Video Image Reconstruction and Video Image
Tracking Recognition

The adjustment parameters of a three-dimensional scattered motion point are set up,
and the visual reconstruction of the human motion attitude model are carried out by
using the key point and frame point information feature matching method. The
neighborhood characteristics of the original motion attitude data are used to identify the
human action, and the inverse mapping of the human motion sample point is obtained
as:

HðzÞ ¼ P1 .
Xh

k¼1

pðkÞgði; jÞ � 2k�1=P2 .
Xh

k¼1

pðkÞg�ði; jÞ � 2k�1 ð9Þ

The Euclidean distance between each video image tracking point and the pixel
point is calculated. For k adjacent points, The autocorrelation feature matching method
was used to obtain the 3D moving target video image reconstruction results:
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xiðtÞ ¼
Xp

k¼1

X2

l¼0

ukl½wl
i1; � � � ;wl

in�½x1ðt � kÞ; � � � ; xnðt � kÞ�T

�
Xq

k¼1

X2

l¼0

hkl½wl
i1; � � � ;wl

in�
ð10Þ

Wherein, ukl is the stable pixel value in the process of optimizing the scattered
points of human motion, hkl is the edge pixel set of k sample points, and eiðtÞ represents
the optimal reconstruction weight. For the human motion feature vectors of N input, the
support vector machines classification method is used to classify the motion features.
According to the video image tracking and recognition method, the tracking quanti-
tative function of a moving action point is obtained as follows:

xiðtÞ ¼ ½wlk
i1; � � � ;wlk

in�½x1ðt � kÞ; � � � ; xnðt � kÞ�T ð11Þ

In which, ½wlk
i1; � � � ;wlk

in� is a control kernel function of a three-dimensional edge
contour feature point set, and ½x1ðt � kÞ; � � � ; xnðt � kÞ�T is a motion action tracking
control coefficient. The method comprises the following steps of: The moving points in
the moving target video image regularization feature database are mapped to the low-
dimensional space, performing feature compression, and reducing computational
overhead, thereby obtaining a set of output samples of the video image tracking
measurement of the video image moving target feature point as:

SSIMðx; yÞ ¼ ½lðx; yÞ�a � ½cðx; yÞ�b � ½sðx; yÞ�c ð12Þ

The three-dimensional video images tracking information representing a human
body motion point can be obtained by the above formula, and N motion identification
elements are obtained in the feature space C, thereby realizing the three-dimensional
scattered video image tracking control on the human body motion point [15].

4 Simulation Experiment and Result Analysis

In order to test the application performance of this method in video image tracking and
recognition of moving target feature points in video image, simulation experiments are
carried out. Matlab 2012 and Visual C simulation software are used for image pro-
cessing and data analysis and analysis. The normal deviation of data sampling of
moving action feature points is set to 0.21, and the allowable accuracy of the corre-
sponding 3D reconstruction surface is 0.34. After sampling, the fitting parameter of
point cloud is set to 12, the regression parameter of scattered point of human motion is
set to 0.01, the adjacent point k of pixel partition is set to 12, the signal-to-noise ratio of
3D image acquisition in visual space is −12 dB, 302 � 250 pixel 3D mannequin image
is used as the test set, according to the above parameter setting, the moving target
feature point of video image is collected. The three-dimensional information modeling
and image acquisition of moving target are realized, and the results are shown in Fig. 4.
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The moving target feature point of the video image as given in Fig. 4 is a training
set, and the human body motion feature point calibration and arrangement are carried
out through the video image tracking technology, so that the three-dimensional visual
space image reconstruction is realized, and the three-dimensional visual space recon-
struction result of the human motion model is obtained as shown in Fig. 5.

The analysis of the results of Fig. 5 shows that the video image moving object
feature point acquisition and the visual space image reconstruction are carried out by
the method, the motion visual structure characteristic of the human body motion is
effectively reflected, and the video image tracking recognition is carried out on the
basis of the key motion feature point video image, The results are shown in Fig. 6.

Fig. 4. Acquisition of the feature point of the moving target of the video image

Fig. 5. 3D visual space reconstruction result of human motion model
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In order to quantitatively analyze the performance of the method in the realization
of the tracking and recognition of human moving video images. Table 1 shows the
comparison between the tracking offset, the calculation cost and the output signal-to-
noise ratio of different methods. The method has the advantages of low offset of video
image tracking, good description accuracy and short calculation time, so that the real-
time and self-adaptive of the tracking is improved, the output signal-to-noise ratio is
high, and the performance is better.

5 Conclusions

In this paper, the problem of tracking recognition and feature analysis of human motion
points is studied. Combined with the human motion feature information in video
image, the moving target location and visual reconstruction are realized, the moving
target feature quantity of video image is analyzed, and the level of motion training is
improved. A video image moving target location technology based on computer vision
and 3D feature point reconstruction is proposed. The 3D information modeling and
image acquisition of moving target are carried out by using video information acqui-
sition and spatial feature scanning methods. The moving feature points of the collected
moving target video image are calibrated and arranged. The 3D edge outline feature
point set of human skeleton is extracted and represented as a high dimensional vector,

Table 1. Parameter performance comparison

Methods Tracking
offset/mm

Computational
overhead/s

Output signal to noise
ratio/dB

Proposed method 0.253 0.225 22.43
Spatial tracking
method

2.922 12.264 9.46

Video tracking
method

7.068 8.183 12.46

Fig. 6. Video image tracking recognition of human motion points
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and the image fusion processing is carried out to realize the moving target video image
reconstruction and moving target location. It is found that the real-time and accuracy of
moving target location in video image is better, the deviation is low, and the adaptive
ability is better.
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Design of Anti-interference Control System
for Vacuum Packaging Machine Based

on Wireless Network
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Abstract. In order to improve the anti-interference control ability of vacuum
packaging machine, the design method of anti-interference control system of
vacuum packaging machine based on wireless network is put forward. The
system design is divided into anti-interference control algorithm design and
hardware design of vacuum packaging machine. The parameter distribution
model of anti-interference control of vacuum packaging machine is constructed.
The output voltage, power and potential field of vacuum packaging machine are
taken as the control constraint parameters. The difference between the output
phase current of the vacuum packaging machine is calculated, the saturation
function is constructed to analyze the control decision variables of the vacuum
packaging machine, the sampling output voltage stabilizing characteristic
quantity and PWM duty cycle are taken as the modulation parameters, the
equivalent mechanical power and equivalent electromagnetic power of the
vacuum packaging machine are calculated, and the network output design of the
anti-interference control system of the vacuum packaging machine is carried out
in the wireless network. The hardware design of anti-interference control system
of vacuum packaging machine is carried out by using FPGA. The test results
show that the output stability of anti-interference control of vacuum packaging
machine is good and the robustness of motor control is strong.

Keywords: Wireless network � Vacuum packaging machine � Anti-
interference � Control system

1 Introduction

The control system of vacuum packaging machine is a motor system which uses
permanent magnet and transducer to carry out multi-channel servo synchronous con-
version. In the design of vacuum packaging machine, due to the instability of output
power, the stability of output power of vacuum packaging machine is not good, so it is
necessary to adjust and optimize the output power of vacuum packaging machine [1].
Combined with the output parameter adjustment method of vacuum packaging
machine, the parameter stability analysis is carried out. It is of great significance in the
design and application of vacuum packaging machine to establish the parameter self-
tuning model of vacuum packaging machine, to improve the output stability of vacuum
packaging machine, and to study the control method of vacuum packaging machine [2].
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At present, the control methods of vacuum packaging machine are mainly based on
fuzzy neural network control method and BP control method. Based on fuzzy PID
adaptive parameter adjustment model, the output stability control of vacuum packaging
machine is carried out to improve the stability of motor control, but the output power
gain of anti-interference control of vacuum packaging machine is not good [3]. In order
to solve the above problems, this paper puts forward the design method of anti-
interference control system of vacuum packaging machine based on wireless network.
The system design is divided into anti-interference control algorithm design and
hardware design of vacuum packaging machine. The parameter distribution model of
anti-interference control of vacuum packaging machine is constructed. The sampling
output voltage stabilizing characteristic quantity and PWM duty cycle are used as
modulation parameters. Combined with fuzzy PID control method, the output
robustness control of vacuum packaging machine is carried out [5]. The equivalent
mechanical power and equivalent electromagnetic power of vacuum packaging
machine are calculated, the self-tuning method of motor output is carried out by using
the optimal parameter adjustment method, the transient stability of vacuum packaging
machine is adjusted based on the method of terminal voltage average analysis, the anti-
interference control law of vacuum packaging machine is optimized, and the anti-
interference control system of vacuum packaging machine is optimized with FPGA.
Finally, the simulation test and analysis are carried out, it draws the conclusion of
validity.

2 Equivalent Circuit Analysis and Control Constraint
Parameters of Anti-interference Control of Vacuum
Packing Machine

2.1 Equivalent Circuit Analysis of Anti-interference Control of Vacuum
Packaging Machine

In order to optimize the anti-interference control of vacuum packaging machine, it is
necessary to construct the parameter distribution model of anti-interference control of
vacuum packaging machine. Taking the output voltage, power and potential field of
vacuum packaging machine as the control constraint parameters, the control parameters
are optimized and adjusted, the equivalent circuit model of anti-interference control of
vacuum packaging machine is established, and the primary side circuit and secondary
side circuit are used for electromagnetic coupling adjustment [6]. The electromagnetic
coupling control model of anti-interference control of vacuum packaging machine is
established, and the equivalent circuit of anti-interference control of vacuum packaging
machine is obtained as shown in Fig. 1.

According to Fig. 1, the output conversion control model of vacuum packaging
machine is constructed by using “T” equivalent, and the output power of vacuum
packaging machine is adjusted adaptively by using the transient stability analysis
method of generator power angle combined with the parameters such as output power,
electromagnetic torque and power gain of the motor, the constraint parameter model is
established [7], and the electromagnetic torque coupling control of vacuum packaging
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machine is carried out by using the method of virtual synchronous control. The cou-
pling parameter model is obtained:

NI ¼ plwð2rr þ 2lþ lwÞJcukf kc ð1Þ

Among them, the power output transfer coefficient of vacuum packaging machine
represents the generation of excitation voltage. For example, kc ¼ 2=3, combined with
feedback gain adjustment method, the output magnetic flux of vacuum packaging
machine is obtained as follows:

Bg ¼ Fm

Ag< ð2Þ

Wherein, Fm is the proportional integral control parameter of reactive power loop,
Ag is the air gap area of winding, and < is the phase angle of rotor reference voltage.
The difference between the output phase current of the vacuum packaging machine is
calculated, the saturation function is constructed to analyze the control decision vari-
ables of the vacuum packaging machine, the equivalent circuit model is established,
and the optimal control design of the motor is carried out [8].

2.2 Control Constraint Parameter Analysis

Combined with the analysis method of inertia response characteristics of motor system,
the inertia characteristics and frequency response of the calculated system are calcu-
lated, and the magnetic field capacitance and winding capacitance of motor are
obtained [9], and the fuzzy parameters of continuous compensation control of vacuum
packaging machine are satisfied.

xLlp � 1
xCp

¼ 0 ) Cp ¼ 1
x2Llp

ð3Þ

xLls � 1
xCs

¼ 0 ) Cs ¼ 1
x2Lls

ð4Þ

pow
er pack

DC

Fig. 1. Equivalent circuit of anti-interference control of vacuum packing machine
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By analyzing the inertia characteristics of the vacuum packaging machine system,
combined with the electromagnetic coupling compensation control method, the
impedance of each part of the vacuum packaging machine is as follows:

Z3 ¼ Req þ Zs ð5Þ

Z2 ¼ ZmðReq þ ZsÞ
Zm þReq þ Zs

ð6Þ

Z1 ¼ Zm þReq þ Zs
ZpðZm þReq þ ZsÞþ ðReq þ ZsÞZm ð7Þ

Wherein

Zp ¼ Rp þ jXp ¼ Rp þ jðxLlp � 1
xCp

Þ ð8Þ

Zs ¼ Rs þ jXs ¼ Rs þ jðxLls � 1
xCs

Þ ð9Þ

Zm ¼ jxLm ð10Þ

The equivalent conversion of rotor voltage and stator and rotor current is carried
out, and MUR1620CT is used as regulator to adjust the output coupling of vacuum
packaging machine [10]. The inertia gain of synchronous motor is obtained as follows:

GV ¼ Req

Z3

Z2
Z1

����
���� ¼ ðac� bdÞ2 þðbcþ adÞ2

h i�1
2 ð11Þ

The output stability of the vacuum packaging machine is controlled according to
the combined estimation method of the stator voltage and the rotor voltage, and the
saturation tracking error of the output voltage of the vacuum packaging machine is as
follows:

Req

Z3
¼ Req

Req þ Zs
ð12Þ

The output robustness control of the vacuum packaging machine is carried out in
combination with the fuzzy PID control method by constructing an error compensation
function to perform the output steady-state adjustment of the vacuum packaging
machine, the sampling output voltage stabilizing characteristic amount and the PWM
duty ratio as the modulation parameters, and combining the fuzzy PID control method
to carry out the output robustness control of the vacuum packaging machine [11].
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3 Optimization of Anti-interference Control Algorithm
for Vacuum Packaging Machine

3.1 The Control Parameters Are Adjusted Adaptively

The equivalent mechanical power and equivalent electromagnetic power of vacuum
packaging machine are calculated. The optimal parameter adjustment method is used to
self-adjust the motor output, and the output power of electromagnetic torque of vacuum
packaging machine is adjusted adaptively. The method of small signal disturbance
transfer is used to control the motor torque [12]. The optimal regulation model of rotor
current and voltage of vacuum packaging machine is obtained as follows:

Fm ¼ Brlm
l0lr1

ð13Þ

Ag ¼ ls
bp
p
ðrr þ lgÞ ð14Þ

< ¼ 1
l0lsbp=p

ð 1
lr1

Z rr

rr�lm

dr
r
þ

Z rr þ lg

rr

dr
r
þ 1

lr2

Z rr þ lg þ lw

rr þ lg

dr
r
Þ ð15Þ

Wherein the vacuum permeability of the electromagnetic coupler of the vacuum
packaging machine is l0 ¼ 4p� 10�7=m, lr1 and lr2 are the magnetic permeability of
the permanent magnet and the winding of the vacuum packaging machine. The self-
adaptive inversion control method is adopted to calculate rotor resistance, stator, rotor
equivalent self-inductance and mutual inductance, and the reverse potential and phase
current of the motor are respectively expressed as:

R ¼ Rdc þ w
3
D4Rdcð I 0

x � IÞ ð16Þ

w ¼ 5p2 � 1
15

ð17Þ

D ¼ deff
d0

ð18Þ

Rdc ¼ 4q
N �MLT
p � Str � d2c

ð19Þ

d0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
pfswl0d

s
ð20Þ

Where the x ¼ 2pf . The self-inductance of the phase winding is introduced, the
input saturation error of the vacuum packaging machine is regarded as the uncertainty,
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and the anti-saturation compensation is carried out on the whole vacuum packaging
machine to realize the self-adaptive regulation of the control parameters [13].

3.2 Control Law Optimization

Under the condition of limiting the steady state error, the optimal control model of the
vacuum packaging machine is constructed, the output resistance of the vacuum
packaging machine and the coupling damping moment of the motor are described as
follows:

Req ¼ 8V2
0

�ðp2PLÞ ð21Þ

The piecewise saturation function is used to suppress the disturbance inside and
outside the boundary layer:

Z2
Z1

¼ ZmðReq þ ZsÞ
ZpðReq þ Zm þ ZsÞþ ZmðReq þ ZsÞ ð22Þ

Wherein

a ¼ 1þ Rs

Req
ð23Þ

b ¼ Xs

Req
ð24Þ

c ¼ 1þ RpRm þXpXm

R2
m þX2

m
þ RpðReq þRsÞþXpXs

ðReq þRsÞ2 þX2
s

ð25Þ

d ¼ RmXp � RpXm

R2
m þX2

m
þ XpðReq þRsÞ � RpXm

ðReq þRsÞ2 þX2
s

ð26Þ

The self-rounding process of the motor output is carried out by adopting an opti-
mized parameter adjusting method, and the transient stability regulation of the vacuum
packaging machine is carried out based on the method of the terminal voltage average
analysis, and the torque output of the vacuum packaging machine can be expressed as:

Tem ¼ pkf kck1kbBrlmlslwð2rr þ 2lg þ lwÞJcu
lnðrr þ lg þ lw

rr�lm
Þ

ð27Þ

k1 ¼ 1� 1

0:9½rr=ðbpðlg þ lwÞÞ�2 þ 1
ð28Þ

kb ¼ aðb; kcÞ
kc

ð29Þ
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finally, the output power loss of the vacuum packaging machine is obtained as follows:

Ploss ¼ I2PðRp þRcp þ 2RIGBTÞþ I2s ðRs þRcs þ 2RdonÞ ð30Þ

The optimized motor control laws are:

f0ðXÞ ¼ wpP1ðXÞþwvVtðXÞþwcCðXÞ
þ 1

e
½fuð1� Tem

�
T�
emÞ

þ fuð1� xmax
r

�
x�

r Þþ fuðBsy

.
Bknee
sy � 1Þ�

ð31Þ

The e is a small constant, and the method of least square optimization is used to
obtain the optimized section vector fuðvÞ:

fuðvÞ ¼ 1
1þ e�rv

ð32Þ

Based on the method of terminal voltage average analysis, the transient stability of
vacuum packaging machine is adjusted, and the anti-interference control law of vac-
uum packaging machine is optimized, and the control function is optimized:

FðxÞ ¼
XQ
q¼1

eTq eq ¼
XQ
q¼1

Xm
k¼1

e2kq ¼
XN
i¼1

v2i ð33Þ

The self-adaptive linear weighting is adopted to realize the optimized anti-
interference control of the vacuum packaging machine.

4 System Hardware Design

On the basis of the above control algorithm design, the hardware of the system is taken
together. The anti-interference control system of vacuum packaging machine adopts
FPGA as the main control chip, designs the source protection module of the anti-
interference control system of vacuum packaging machine, constructs the grounding
resistance measurement module to carry on the output conversion control of the anti-
interference control system of vacuum packaging machine, and adopts the method of
DC constant current output control. The bus transmission of the anti-interference
control system of the vacuum packaging machine is carried out, and the information
security baseline configuration of the anti-interference control system of the vacuum
packaging machine is carried out by using the RS5485 bus monitoring method. The
hardware structure of the system is shown in Fig. 2.

With the method of integrated design, the information security baseline configu-
ration and man-machine interactive interface design of the anti-interference control
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system of the vacuum packaging machine are realized in the ROM, and the hardware
design of the system is shown in Fig. 3.

5 Simulation Test Analysis

In order to test the application performance of the method in the anti-interference
control of the vacuum packaging machine, the experiment test is carried out. The input
voltage of the vacuum packaging machine is 240 V, the potential observation value is
480 V, the average voltage of the terminal voltage is 120 V, the output current of the
motor is 50 A, the rated torque is 0.24 N. m, The initial power is 300 KW, the
reference speed and the feedback speed are G0ðsÞe�ss ¼ 1

55sþ 1 e
�122s and the perme-

ability l0 ¼ 4p� 10�7 H/m, according to the simulation environment and the
parameter setting, the anti-interference control of the vacuum packing machine is
carried out, and the output power angle is tested, and the result is shown in Fig. 4.

DSP

DCS Input
stage A/D

DCS Input
stage A/D

D/A LPF PCI

Reset EEPROM

Output
conversion 

control

Fig. 2. Hardware structure of the system

Fig. 3. System hardware design
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The analysis of Fig. 4 shows that the convergence of anti-interference control of
vacuum packaging machine is good, the gain of output power angle is large, the output
voltage stabilizing characteristic quantity and PWM duty cycle are tested, and the
results are shown in Fig. 5.

Fig. 4. Output power angle of vacuum package machine

Fig. 5. Output steady voltage characteristic quantity and PWM duty cycle
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The analysis of Fig. 5 shows that the anti-interference control of vacuum packaging
machine is carried out in this paper, which improves the output power and efficiency,
and has good robustness. The output gain of the motor is further tested, and the results
are shown in Table 1. The analysis Table 1 shows that the output gain of the anti-
interference control of the vacuum packaging machine by this method is higher.

6 Conclusions

In this paper, the output power regulation and the optimization control of the vacuum
packaging machine are carried out, and the parameter stability analysis is carried out in
combination with the output parameter adjustment method of the vacuum packing
machine, and the design method of the anti-interference control system of the vacuum
packaging machine based on the wireless network is put forward, the output robustness
of the vacuum packaging machine is controlled by combining the fuzzy PID control
method, the equivalent mechanical power and the equivalent electromagnetic power of
the vacuum packaging machine are calculated, The transient stability regulation of the
vacuum packaging machine is carried out based on the method of the terminal voltage
average analysis, and the anti-interference control law optimization design of the
vacuum packaging machine is realized. The hardware design of anti-interference
control system of vacuum packing machine is carried out by using FPGA. In this paper,
the anti-interference control of vacuum packing machine is carried out in this paper,
and the output power and efficiency are improved, and the method has good robustness.

Fund Projects. General Project of Beijing Education Commission, Design and Implementation
of a Vacuum Packaging Machine Based on Single Chip Microcomputer Touch Screen
(KM201810858001).
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Design of Sealing Transformer for Vacuum
Packaging Machine Based on Single Chip

Microcomputer Control
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Abstract. In order to realize the voltage conversion control of vacuum pack-
aging machine seal, a design method of vacuum packaging machine seal
transformer based on MCU control is proposed. The main function modules of
the system are vacuum packaging machine seal physical index collection
module, integrated control module, upper computer communication module,
program control module, transformer load balance control module, human-
computer interaction module, etc. In the intelligent auxiliary control system, the
program cross compiling design of the sealing voltage conversion control of the
vacuum packaging machine is carried out, the voltage conversion control is
identified in the sealing process of the vacuum packaging machine, the char-
acteristic quantity of the sealing transformer of the vacuum packaging machine
is extracted, the human-computer interaction design of the sealing transformer of
the vacuum packaging machine is carried out by using the visual operation and
maintenance information management method, and the DSP is integrated The
information transmission control of the sealed transformer of the vacuum
packaging machine is realized. The simulation results show that the designed
sealed transformer of vacuum packaging machine has good reliability and strong
adaptive control ability, and improves the sealing pressure control ability of
vacuum packaging machine.

Keywords: Single chip microcomputer � Control � Vacuum packaging
machine � Sealing � Transformer

1 Introduction

The vacuum packing machine can automatically extract the air packing bag, which can
be filled with nitrogen or other mixed gases in the process after the extraction is sealed
and the predetermined vacuum is achieved. And vacuum packaging machine is often
used in the food industry, vacuum packaging, so that food can be antioxidant, so as to
achieve the purpose of long-term preservation. The vacuum degree in the food con-
tainer packaged by the vacuum packaging technology of the packaging machine is
generally 600–1333 Pa. Vacuum packaging is also referred to as a reduced pressure
package or an exhaust package. The pressure swing control design of the vacuum
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packaging machine is required, The embedded control technology is adopted to opti-
mize the design of the vacuum packaging machine for the sealed transformer, and the
intelligent monitoring level of the vacuum packaging machine is improved [1]. The
design of the vacuum packaging machine related to the design method of the sealed
transformer is of great significance for power transmission and distribution and the
optimization of the power grid. The design method of vacuum packing secret seal
transformer has always been the focus of people [2, 3]. Firstly, the design method of the
sealed transformer is used to study the vacuum packaging machine. The vacuum
packaging machine of the sealed transformer designed with the overall structure is the
first. Then, the vacuum packaging machine of the sealed transformer is developed and
designed with the function module of the seal, which is combined with the embedded
development technology [4]. The design of vacuum packing secret seal transformer is
realized, and the simulation test is analyzed, and the effectiveness conclusion of is
obtained.

2 The Overall Design Framework of the System

In order to design a sealing transformer of a vacuum packaging machine, a system
structure model of an integrated intelligent monitoring system of a vacuum packaging
machine needs to be first analyzed, a software development of a sealing transformer of
a vacuum packaging machine is carried out in combination with an embedded cross-
compiling method, the development control of the sealing transformer of the vacuum
packaging machine is carried out, the embedded control module of the sealing trans-
former of the vacuum packaging machine is established, the integrated design of the
sealing transformer of the vacuum packaging machine is carried out through the
function modularization analysis and the integrated video information processing
method, the sealing transformer of the vacuum packaging machine is built on the
embedded control platform, the embedded B/S framework method is adopted, the
program control of the sealing transformer of the vacuum packaging machine is carried
out, and the intelligent control and integrated information processing capability of the
sealing transformer of the vacuum packaging machine is improved. The main func-
tional module of the system is provided with a vacuum packaging machine sealing
physical index acquisition module, an integrated control module, an upper computer
communication module, a program control module, a transformer load balance control
module, a human-computer interaction module and the like, the overall structure of the
resulting system is shown in Fig. 1.
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According to the overall structure analysis of the sealing transformer of the vacuum
packaging machine of Fig. 1, and the cache control of the pressure swing control of the
vacuumpackagingmachine is carried out in the cache component, and the process control
capability of the pressure swing control of the vacuum packaging machine is improved.

3 Analysis of the Function Module of the System

3.1 System Function Module Analysis

On the basis of the overall design of the sealing transformer of the vacuum packaging
machine, the component design and the hardware development environment analysis of
the sealing transformer of the vacuum packaging machine are carried out, the dynamic
range of the multi-channel data record of the vacuum packaging machine control
information acquisition is set to −10 dB to +10 dB, the configuration of the Linux
kernel is a large amount of 120KB, the ISA/EISA/Micro Channel expansion bus is
adopted to carry out the command loading of the pressure swing control of the vacuum
packaging machine, the integrated control method is adopted to carry out the hardware
modular design of the pressure swing control of the vacuum packaging machine, the
program loading of the pressure swing control of the vacuum packaging machine is
carried out by adopting a single-chip microcomputer logic command control method,
the output bus control of the sealing transformer of the vacuum packaging machine is
controlled by adopting a voltage impulse response control method, and the man-
machine interaction interface module is constructed [5], and the data storage center is
provided with a vacuum packaging machine, a pressure swing control and a man-
machine interaction design, an output bus control module is established, and the man-
machine interaction and the cross-compiling of the sealing transformer of the vacuum
packaging machine are carried out (Fig. 2).
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Fig. 1. General framework analysis of the system

206 M. Qu and X. Zhang



3.2 Working Principle and Design of Control Circuit

Negative feedback control system is mainly controlled by switching power supply, and
the design of main control links is very important. This paper mainly controls the
charging system of the power battery of the sealing transformer of the vacuum pack-
aging machine. The specific control methods are the inner loop control, the voltage
outer loop control and the double loop control. When the power device is on or off, the
main circuit is affected by different circuit topologies and exists as a nonlinear system.
In the process of engineering design, it is necessary to get the equivalent circuit model
of low frequency according to the average method of state space, and then design the
regulator according to the existing performance index. In order to get better dynamic
and static effects of the transformer, the negative feedback combination of voltage or
current is often used in the design.

3.2.1 Main Control Circuit
The main control circuit consists of four parts: (1) Current control return. (2) Charging
current and capacity display circuit. (3) Test sampling circuit. (4) Alarm circuit.
Because of various factors in the circuit, switching power supply is very easy to fail.
Therefore, when selecting the type and type of switch, it is necessary to carefully
consider and select according to the actual situation of the circuit.

3.2.2 Transformer
When choosing transformer, we must use high frequency transformer. The perfor-
mance of this transformer is relatively good, but it has higher requirements for the use
of magnetic materials. The transformer can give stable voltage output to the circuit, so
that the circuit can reduce the voltage impact when it works.
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Fig. 2. Functional module structure of the system
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3.2.3 Capacitor
Due to the different frequency of the power supply, the loss of the common capacitor is
quite large for the power supply with high frequency, and the inductance also increases.
With the increasing frequency, the attenuation phenomenon is very obvious, which can
not meet the normal use requirements. Therefore, when selecting capacitors, it is
necessary to decide whether to select special capacitors according to the actual situation
of the circuit, so as to meet the requirements of high frequency and high temperature
resistance, so that the circuit can run stably.

3.2.4 Single Chip Microcomputer
When the system is powered on, the SCM will test the power supply and charger. When
the power supply and charger are working normally, the single chip microcomputer will
feed back the detection sampling to the internal system, and finally decide which
charging form to use, which has reached the charging requirements. PWM pulse width
can effectively control the whole process of charging, so that trickle, large current,
overcharge and floating charge are all under control. When multiple tests are carried out,
it is found that the battery voltage is higher than the specified voltage set in the single
chip microcomputer, or the temperature is higher than the preset temperature, so the
floating charge state is turned on and an alarm is given at the same time.

4 System Design and Implementation

By the analysis of the overall design framework and function modularization of the
sealing transformer of the vacuum packaging machine, the components of the sealing
transformer of the vacuum packaging machine are developed and designed. This paper
puts forward the design method of the sealing transformer of the vacuum packaging
machine based on single chip microcomputer [6–10]. The main functional modules are
the acquisition module of the sealing physical index of the vacuum packaging machine,
the integrated control module, the communication module of the upper computer, the
program control module and so on [11].

4.1 Physical Index Acquisition Module of Vacuum Packaging Machine
Sealing

The sealing physical index acquisition module of the vacuum packaging machine
realizes the data information collection of the sealing transformer of the vacuum
packaging machine, the sealing physical index collector of the vacuum packaging
machine adopts a sensor device, and the sealing physical index acquisition of the
vacuum packaging machine is carried out in the embedded bus [12], the invention
adopts the ADSP-BF537BBC-5A to realize the integrated information processing of
the pressure swing control of the vacuum packaging machine, and the error disturbance
suppression in the process of collecting the physical index of the sealing physical index
of the vacuum packaging machine is carried out, and the hardware design of the sealing
physical index acquisition module of the vacuum packaging machine is obtained as
shown in Fig. 3.
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4.2 Integrated Control Module

The integrated control module realizes the bottom control function of the pressure
swing control of the vacuum packaging machine, in that intelligent auxiliary control
system, a three-dimensional ICAD platform design of the seal transformation control of
the vacuum packaging machine is carry out [13–16], the program cross-compile control
is carried out according to the characteristic of each front end equipment of the system,
the system adopts the ADM706 chip design threshold detector, and through the design,
the system configuration of the integrated control module is obtained as shown in
Fig. 4.

Fig. 3. Hardware construction of acquisition module for sealing physical Indexes of vacuum
packaging machine

Fig. 4. Design of integrated control module
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4.3 Network Networking and Human-Computer Interaction

In the embedded Linux platform, the image control and the information transmission of
the pressure swing control of the vacuum packaging machine are carried out, the
program loading of the pressure swing control of the vacuum packaging machine is
carried out by adopting the method of the logic command control of the singlechip
[17], the embedded man-machine interaction design is carried out by using the GPRS
module, Windows Server 2012 R2 system is installed for man-machine interaction and
interface design, cloud storage is carried out in the remote server, and the network
networking and man-machine interaction design of the pressure swing control of the
vacuum packaging machine are obtained as shown in Fig. 5.

In this paper, the hardware development and software design of the pressure swing
control of vacuum packaging machine are realized [18, 19].

5 Experimental Test Analysis

The hardware test of vacuum packaging machine sealing transformer is carried out in
3D ICAD platform. Combined with embedded Linux program loading mode, the
output bus control of vacuum packaging machine sealing voltage conversion control is
carried out. The vacuum packaging machine sealing transformer is developed in Visual
C++ software platform, the physical diagram of the vacuum packaging sealing machine
is obtained as shown in Fig. 6.
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Fig. 5. Network networking and man-machine interaction design of pressure swing control for
vacuum packing machine
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Using imported PLC programmable logic controller, computer touch screen
operation, operating system fully sealed, the whole machine can be washed with clean
water. That the designed vacuum packaging machine sealing transformer has good
human-computer interaction. The cutoff frequency of vacuum packaging machine
sealing voltage change control is tested, and the results are shown in Fig. 7.

Fig. 6. Physical drawing of vacuum packaging and sealing machine

(a) Output power

(b) Output voltage

Fig. 7. Cut-off frequency of pressure conversion control for vacuum packaging machine sealing
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The analysis shows that the output cut-off frequency of the sealing transformer of
the vacuum packaging machine is good, and the output stability is high.

6 Conclusions

The design method of sealing transformer of vacuum packaging machine is studied.
The sealing transformer of vacuum packaging machine is established on the embedded
control platform. The program control of sealing transformer of vacuum packaging
machine is carried out by using embedded B/S framework method. The physical index
acquisition module, integrated control module, network networking and human-
computer interaction design of vacuum packaging machine sealing transformer are
carried out. The output stability of the seal transformer of the vacuum packaging
machine is good and the reliability of the system is high.

Fund Projects. General Project of Beijing Education Commission,Design and Implementation
of a Vacuum Packaging Machine Based on Single Chip Microcomputer Touch Screen
(KM201810858001).
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Abstract. In order to improve that segmentation quality of the video image of
the marathon, a video image segmentation algorithm based on machine learning
is proposed. Constructing the edge contour feature detection and the pixel
feature point fusion reconstruction model of the marathon moving video image,
carrying out multi-level feature decomposition and gray pixel feature separation
of the marathon moving video image, and establishing a visual feature recon-
struction model of the marathon moving video image, the feature segmentation
and the edge contour feature detection of the marathon moving video image are
carried out in combination with the block area template matching method, the
similarity information fusion model is used for carrying out the video infor-
mation fusion awareness and the block area template matching in the process of
the marathon moving video image segmentation, the fuzzy feature quantity of
the moving video image of the marathon is extracted, and the machine learning
method is adopted to realize the fusion awareness and the segmentation quality
evaluation of the marathon moving video information. The simulation results
show that the method is good in image segmentation quality and high in image
recognition, and the output signal-to-noise ratio of the motion feature recon-
struction of the marathons moving video is high.

Keywords: Machine learning � Marathons � Sports � Video images �
Segmentation

1 Introduction

With the development of the computer vision information processing technology, the
visual image processing method is adopted to analyze and extract the motion video of
the human body, and the segmentation model of the marathon moving video image is
established, and the motion characteristic identification and the reconstruction capa-
bility of the human body motion are improved. the feature reconstruction of the motion
of the human body is established on the basis of the segmentation of the moving video
image of the marathon, the non-marked point tracking recognition method is adopted
for carrying out the marathon moving video image segmentation processing, and the
geometric characteristic analysis model of the marathon moving video image is
extracted, through the three-dimensional reconstruction method of the computer vision
feature, the method realizes the segmentation and the geometric recognition of the
marathon moving video image, extracts the key feature quantity of the marathon
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moving video image, adopts the pixel tracking and fusion technology, and realizes the
image recognition of the marathon moving video [1]. The research on the method of
video image segmentation and evaluation of the related marathons is greatly concerned
by people [2].

In that traditional method, The method for segmenting the video image of the
marathon moving video mainly comprises a HU moment segmentation method, a
geometric invariant moment segmentation method, an adaptive edge contour feature
segmentation method and the like, a three-dimensional reconstruction model of a
marathon moving video image is constructed, a key feature point three-dimensional
reconstruction method is adopted [3], the method comprises the following steps of:
realizing the segmentation and identification of a marathon moving video image, and
acquiring a good marathon moving video image segmentation effect; and a real-time
extraction method of a marathon moving video image based on a monocular video is
presented in the document [4], In that method, the human motion video follow-up
recognition is carried out by adopting a monocular video acquisition method, and the
human motion video segmentation is carried out in combination with the correlation
fusion method, but the calculation cost of the method is large and the real-time per-
formance is not good [5]. A motion image segmentation method based on a sharpening
template enhancement technology is presented in the document, and the segmentation
detection and the information fusion processing of the two-dimensional marathon
moving video image are carried out in combination with the partial region feature
matching method, and the image segmentation is realized by extracting the block
feature quantity of the marathon moving video image. However, the method has poor
self-adaptability and strong anti-interference ability [6].

Aiming at the above problems, this paper proposes a marathon motion video image
segmentation algorithm based on machine learning. Firstly, the edge contour feature
detection and pixel feature point fusion reconstruction model of marathon motion video
image are constructed, the multi-level feature decomposition and gray pixel feature
separation of marathon motion video image are carried out, then the visual feature
reconstruction model of marathon motion video image is established. Finally, simu-
lation experiments are carried out to demonstrate the superior performance of this
method in the evaluation of marathon motion video segmentation.

2 Feature Detection of Marathon Motion Video Image
and Reconstruction Model of Pixel Feature Point Fusion

2.1 Edge Contour Feature Detection of a Marathon Moving Video Image

In order to realize the image segmentation quality evaluation design of a marathon
moving video image based on machine learning, a pixel space fusion model of a
marathon moving video image is constructed, and a feature matching method is
adopted for carrying out a marathon moving video image characteristic detection, First,
the spatial sparsity feature reconstruction of the marathons moving video image is
carried out, and the feature point matching of the marathon moving video image is
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carried out by using the Atanasov extension method, and the template matching model
for constructing the marathon moving video image segmentation is shown in Fig. 1.

Assuming that the gray-scale pixel set of the marathon moving video image is ði; jÞ
as a pixel center, a characteristic segmentation model of the marathon moving video
image is constructed by adopting a sharpening template block combination method,
and the gray value Iswk of the marathon moving video image acquired in the k sub-band
is determined, in the gray pixel characteristic distribution space [7], the corresponding
marathon moving video image gradient characteristic component is obtained as
follows:

Prk ¼

Pc
j¼1

Iswk 1; jð Þ

c
;

Pc
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Iswk 2; jð Þ

c
; . . .;
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Wherein, c is the number of columns of the LGB vector quantization matrix of the
marathon moving video image, and r is the motion blur feature quantity. in combi-
nation with a pixel feature point fusion reconstruction method, a human body motion
video feature distribution pixel set distribution is obtained, and a video information
fusion awareness and a three-dimensional reconstruction are carried out on a marathon

PNL

P1

L

Fig. 1. Template matching model for image segmentation
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moving video image, the feature segmentation and the edge contour feature detection
of the marathon moving video image are carried out in combination with the block area
template matching method, the gray-scale pixel feature reconstruction of the human
motion video is carried out [8], a monocular visual tracking method is adopted, the
low-resolution human motion video image is subjected to noise reduction processing,
and a sparse characteristic segmentation model of the marathon moving video is
constructed, and the output characteristic amount is obtained as follows:

Gj ~xð Þ ¼ max 0; gj ~xð Þ� �
; 1� j� l

max 0; jhj ~xð Þj � d
� �

; lþ 1� j� p

�
ð3Þ

The video information fusion perception and information fusion tracking of human
motion are carried out, and the edge outline features of marathon motion video image
are detected [9].

2.2 Pixel Feature Point Fusion Reconstruction Model

The edge outline feature detection and pixel feature point fusion reconstruction model
of marathon motion video image is constructed, the multi-level feature decomposition
and grey pixel feature separation of marathon motion video image are carried out, and
the visual feature reconstruction model of marathon motion video image is established.
The visual feature distribution of marathon motion video image is as follows:

Gð~xÞ ¼
Xp

j¼1
Gjð~xÞ ð4Þ

The adaptive fusion tracking and recognition method is used to mark the key action
feature points, and the image segmentation is carried out. The edge segmentation model
of marathon motion video image is constructed, and the fuzzy closeness function of
human motion video image is obtained as follows:

fitnessð~xÞ ¼ f ð~xÞþ ðCtÞa
Xp

j¼1
Gb

j ð~xÞ ð5Þ

The bilateral filtering method is used to reduce the noise of marathon motion video
image, and the perceptual fusion model of video information fusion is constructed, and
the fitness function is obtained as follows:

ftiness ~xð Þ ¼ f ð~xÞ; if feasible
1þ rG ~xð Þ; otherwise

�
ð6Þ

Considering the gray level pixel level of the marathon moving video image, the
multi-dimensional histogram distribution model of the marathon moving video is
constructed by adopting a gray-scale invariant moment characteristic decomposition
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method [10], and the image segmentation model obtained by the fusion of the marathon
moving video information is as follows:

Wuu a; bð Þ ¼ ej2pK ln a � Kffiffiffi
a

p

ae
j2pfmin

a b�bað Þ

fmin
� ej2pfmax b�bað Þ

fmax

" #(

þ j2p b� bað Þ Ei j2pfmax b� bað Þð Þ½

� Ei
j2pfmin

a
b� bað Þ

� ��	
ð7Þ

Wherein, ba ¼ 1� að Þ 1
afmax

� T
2


 �
, Eið�Þ represents the optimal minimum solution

of the visual feature distribution of marathon motion video. Under the action of pixel
mean, marathon motion video image segmentation is carried out.

3 Evaluation and Optimization of the Segmentation Quality
of the Video Image of the Marathons

3.1 Fuzzy Feature Extraction of a Marathoner’s Moving Video Image

The edge contour feature detection and the pixel feature point fusion reconstruction
model of the marathon moving video image are constructed, and the multi-level feature
decomposition of the marathon moving video image and the basis of the gray pixel
feature separation are carried out, In this paper, the segmentation quality assessment and
optimization of the video images of the marathons are carried out, and the image
segmentation algorithm based on the machine learning is presented in this paper. the
feature segmentation and the edge contour feature detection of the marathon moving
video image are carried out in combination with the block area template matching
method, and the information fusion model of the marathon moving video is constructed
based on the local feature adaptive feature matching method [11], the video information
fusion sensing model of the image of the marathon moving video is constructed, and the
expression of the video information fusion awareness function is obtained as follows:

g ¼ k � f þ n ð8Þ

Wherein, � represents convolution operator, merges the captured marathon motion
video image with vector set, and constructs the edge outline feature decomposition
model of marathon motion video [17]. The best resolution eigenvalues of marathon
motion video are obtained as:

sPPM tð Þ ¼
X1
i¼�1

XNp�1

j¼0

p t � iTs � jTp � cjTc � aie
� 
 ð9Þ
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sPAM tð Þ ¼
X1
j¼�1

djp t � jTsð Þ ð10Þ

The Ts is the spatial pixel gain of volume video motion. The feature reconstruction
and reconstruction of marathon motion video is carried out by using similarity
reconstruction method. The image pixel decomposition model of marathon motion
video is established as follows:

x tð Þ ¼
XM
m¼1

XK mð Þ

k¼1

wnks t � Tm � smkð Þþ v tð Þ ð11Þ

In the formula, wmk is the fuzzy characteristic component of the marathon moving
video, and the image enhancement method is adopted to realize the reconstruction of
the gray histogram of the marathon moving video image, and the output is as follows:

x ¼ R sin g cos/ 0�/� 2p
y ¼ R sin g sin/ 0� g� p
z ¼ R cos g R ¼ D=2

8<
: ð12Þ

In which, g represents an edge division function, / represents an angle function of a
human motion video image segmentation, R represents a template matching coefficient,
a gray-scale pixel feature decomposition method is adopted [12], and the feature
segmentation and high-resolution reconstruction of the marathon moving video image
are carried out, and the output is as follows:

Dðiþ 1Þ ¼ B iþ 1ð ÞC iþ 1ð Þ

¼ BðiÞCðiÞ � b�1
iþ 1 B ið ÞC ið Þwiþ 1
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T
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þ b�1
iþ 1xiþ 1 k�1

i wT
iþ 1C ið Þ

� 
� b�1
iþ 1xiþ 1

b�1
iþ 1k

�1
i wT

iþ 1C ið Þwiþ 1

b�1
iþ 1k

�1
i wT

iþ 1C ið Þwiþ 1 þ 1
wT

iþ 1k
�1
i

ð13Þ

Based on sparse representation, the fuzzy feature extraction of marathon motion
video image is realized. According to the result of feature extraction, the optimal
segmentation template matching function of sub-block Gm;n, with M � N 2 � 2 in
gradient direction is obtained as follows:

Gm;n ¼ gðm;nÞ 1; 1ð Þ gðm;nÞ 1; 2ð Þ
gðm;nÞ 2; 1ð Þ gðm;nÞ 2; 2ð Þ

� �
m ¼ 1; 2; . . .;M; n ¼ 1; 2; . . .;N; ð14Þ
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Wherein, the u is the edge pixel point of the marathon moving video image, the
p i; jð Þ represents the gray pixel value of the marathon moving video in the sharpening
area, the i; jð Þ is the image gray scale deviation, and the fuzzy feature extraction of the
marathon moving video image is realized through the algorithm design, and performing
image segmentation according to the feature extraction result [13].

3.2 Image Segmentation Video Information Fusion Awareness

Setting d2l as the local variance of the moving video image of the marathon, d2g is the

optimization coefficient of the marathon moving video image, the b ¼ max
d2l �d2g
d2l

; 0
h i

,

the region block division of the marathon moving video is carried out by using the
gradient descent method, so that the sparse characteristic value of the marathon moving
video image meets the C 2 S, According to the sparse prior representation result, the
optimal segmentation threshold value at the Fm x; yð Þ frame m of the marathon moving
video image x; yð Þ is obtained. the template matching of the marathon moving video
image is carried out based on the approximate sparse representation method, and the
matching coefficient is obtained as follows:

g�i ¼
Rsj; z� i� x� y
gi; otherwise

�
ð15Þ

Wherein, the feature segmentation and edge outline feature detection of marathon
motion video image are carried out by combining block region template matching
method, and the video information fusion perception is carried out in the process of
marathon motion video image segmentation by using similarity information fusion
model [14], and the grey edge eigenvalues of local area of marathon motion video
image are calculated, in which the maximum gray value of marathon motion video
image is as follows:

npq ¼
lpq
l00ð Þc ð16Þ

By adopting the sparse representation and the super-resolution reconstruction
method to carry out the segmentation processing of the marathon moving video image,
the machine learning method is adopted to realize the fusion awareness and the seg-
mentation quality assessment of the marathon moving video information, and the
sparse segmentation model of the marathon moving video image is expressed as:

g x; yð Þ ¼ f x; yð Þþ e x; yð Þ ð17Þ

Among them, f ðx; yÞ, gðx; yÞ, eðx; yÞ represents the original human motion video
image, reconstructed image and gray image respectively. Based on the analysis,
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machine learning method is used to realize the fusion perception and segmentation
quality evaluation of marathon motion video information [15].

4 Simulation Experiment and Result Analysis

In order to test the performance of this method in realizing marathon motion video
image segmentation, the experimental simulation tool is matlab 7. the sampling data of
marathon motion video image is taken from usc-sipi image database. the training
sample set of marathon motion video image is 600. the edge contour pixel distribution
set of marathon motion video image is 400 * 400. the feature resolution of video
information fusion perception is 2000, the edge contour feature decomposition coef-
ficient is 0.34,0.75, and the pixel step size value is 20. According to the simulation
parameters, the marathon motion image segmentation is set.

Taking the marathon motion video image of Fig. 2 as the test sample, the infor-
mation fusion is carried out, the edge outline feature detection and pixel feature point
fusion reconstruction model of the marathon motion video image is constructed, the
multi-level feature decomposition and gray pixel feature separation of the marathon
motion video image are carried out, the automatic segmentation of the marathon
motion video image is realized, and the marathon motion video image segmentation is
carried out by different methods. The segmentation results are shown in Fig. 3.
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Fig. 2. Marathons moving video images to be segmented
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The analysis of Fig. 3 shows that the quality of the video image segmentation by
the method is good, and the error of image segmentation is tested by different methods,
and the result of the comparison is shown in Fig. 4.
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Fig. 3. Matching result of image pixel spatial fusion characteristics
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The test results of Fig. 4 show that the error of memorizing image segmentation is
low, and the output peak signal-to-noise ratio (PSNR) of marathon motion video image
segmentation is tested by different methods. The results are shown in Table 1. The
analysis shows that the output peak signal-to-noise ratio of marathon motion video
image segmentation by this method is high.

5 Conclusions

In this paper, a video image segmentation algorithm based on machine learning is
proposed. Constructing the edge contour feature detection and the pixel feature point
fusion reconstruction model of the marathon moving video image, carrying out multi-
level feature decomposition and gray pixel feature separation of the marathon moving
video image, and establishing a visual feature reconstruction model of the marathon
moving video image, the feature segmentation and the edge contour feature detection of
the marathon moving video image are carried out in combination with the block area
template matching method, the similarity information fusion model is used for carrying

10
-4

10
-3

10
-2

10
-1

10
-3

10
-2

10
-1

10
0

FPPW

M
is

s R
at

e

PCA
This

method

Fig. 4. Error comparison of image segmentation

Table 1. Comparison of psnr for video image segmentation of the line of line marathon(db)

Iterations Proposed
method

Wavelet
analysis
method

Principal
component
analysis method

100 43.67 22.89 32.46
200 48.65 25.65 35.56
300 51.52 26.76 37.94
400 54.67 35.43 39.43
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out the video information fusion awareness and the block area template matching in the
process of the marathon moving video image segmentation, the fuzzy feature quantity of
the moving video image of the marathon is extracted, and the machine learning method
is adopted to realize the fusion awareness and the segmentation quality evaluation of the
marathon moving video information. The simulation results show that the method is
good in image segmentation quality and high in image recognition, and the output
signal-to-noise ratio of the motion feature reconstruction of the marathons moving video
is high. This method has good application value in the video analysis of Marathon Sport.
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Abstract. In order to improve the accuracy of long jump in long jump, com-
bined with computer vision image processing method to correct the long jump
trajectory in long jump, an adaptive tracking method of long jump trajectory
tracking image based on machine vision tracking detection is proposed, and the
video point frame scanning method is used to collect the long jump trajectory
tracking image. The image of long jump athletes is segmented by adaptive pixel
fusion method, and the automatic tracking and recognition of long jumpers’
motion trajectory tracking image is carried out based on dynamic feature seg-
mentation. The grey feature quantity of long jump trajectory tracking image is
extracted, and the neighborhood distribution model of long jump in long jump is
constructed. According to the dynamic evolution characteristic distribution of
the long jump trajectory, the dynamic characteristics of the long jump trajectory
are analyzed, and the image segmentation of the long jump track tracking is
realized by combining the spatial neighborhood enhancement technology, and
the adaptive tracking of the long jump trajectory in the long jump is realized
according to the image segmentation results. The simulation results show that
this method has high accuracy in adaptive tracking image of long jump athletes,
and improves the accuracy of long jump in long jump.

Keywords: Long jump � Corner ball � Long jump � Image � Adaptive tracking

1 Introduction

With the development of the intelligent vision image information processing tech-
nology, the computer image information processing technology is adopted to carry out
the track analysis of the long jump motion in the long jump motion, the motion track
tracking image information fusion model of the long jump athlete is constructed, the
automatic follow recognition of the track is carried out in combination with the visual
evolution characteristic distribution of the moving track tracking image of the long
jump athlete, and the identification capability of the long jump athlete motion track
tracking image is improved [1], the method of self-adaptive tracking of moving track
tracking images of long jump athletes is of great significance in the correction and
attitude adjustment of the track of long jump. The method for tracking the track of the
moving track of the long jump athlete is based on the automatic segmentation and
characteristic information extraction of the image [2], the gray feature quantity of the
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moving track of the long jump athlete is extracted, the image segmentation and the
information fusion are carried out according to the edge contour distribution of the
image, in the traditional method, the tracking method for tracking the moving track of
the long jump athlete mainly adopts the pixel point tracking method, and the seg-
mentation performance of the image is not good as the gray scale of the pixel distri-
bution is changed [3]. Aiming at the above problems, a method for tracking the moving
track of the long jump athlete based on the machine vision tracking detection is
proposed, the video point frame scanning method is adopted to carry out the motion
track tracking image acquisition of the long jump athlete, and the acquired long jump
athlete moving image is divided and processed, Finally, the self-adaptive tracking
simulation of the image is carried out, and the validity conclusion is obtained.

2 Imaging and Preprocessing of Track Tracking Image
of Long Jump Athletes

2.1 Imaging of Track Tracking Image of Long Jump Athletes

In order to realize the information fusion and feature detection of track tracking images
of long jump athletes, the long jump track tracking detection is carried out by com-
bining the image segmentation method, and the feature separation processing of track
tracking images of long jump athletes is carried out by using adaptive feature sepa-
ration and information fusion technology.

The visual image multi-layer grid area distribution model of long jump trajectory
planning is constructed. The multi-dimensional video tracking sampling method is used
to collect the visual features of the long jump trajectory space [4]. Combined with the
video frame point scanning and tracking technology, the spatial visual features of the
long jump trajectory are collected distributed. The three-dimensional visual sampling
image of the long jump trajectory space is sðX; YÞ, using the beam scanning method of
related frames. The pose distribution mode of multi-frame image with long jump
trajectory is obtained as follows:

NcutðA; BÞ ¼ cutðA; BÞ
assocðA; VÞ þ cutðA; BÞ

assocðB; VÞ ð1Þ

Wherein, assocðA; VÞ is the amplitude of pixel intersection in the pixel subset G of
the spatial vision image of long jump trajectory under machine vision. assocðB; VÞ is
the 3D edge outline feature quantity of the visual image of long jump trajectory space,
and the correlation feature solution of spatial visual feature matching of long jump
trajectory is expressed as follows:

Wuuða; bmÞ ¼ 1ffiffiffi
a

p
Z T=2

�aT=2þ bm

1ffiffiffiffi
T

p
���� ����2dt ¼ 1ffiffiffi

a
p

T
ðT
2

þ aT
2

� bmÞ ð2Þ
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The histogram of the moving track space visual image of the long jump and the
reference feature point are visually tracked and matched, and a multi-layer segmen-
tation model of the long jump motion track space visual image is established in the
local area of the 4 � 4 sub-block, and the description is as follows:

diþ 1 ¼ 2Fðxiþ 1 þ 1
2
; yi þ 2Þ

¼ 2½Dxðyi þ 2Þ � Dyðxi;r þ 1
2 � DxBÞ�

2½Dxðyi þ 2Þ � Dyðxi;r þ 1 þ 1
2 � DxBÞ�

(
di � 0

di [ 0

ð3Þ

In the fuzzy region, the spatial visual information acquisition of the long jump
motion track is carry out, and the acquired output is as follows:

P yw3 jxw3 ; h; bð Þ / P yw3 jxw3 ; hð Þ yw3 jbið Þ
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þ
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c�C
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In summary, the video point frame scanning method is used to collect the motion
trajectory tracking image of long jumpers, and the adaptive pixel fusion method is used
to segment the image trajectory of long jumpers, so as to improve the adaptive tracking
and recognition ability of long jumpers’ motion trajectory tracking image [5].

2.2 Image Trajectory Segmentation and Information Enhancement
Processing

The grid segmentation of each template in the visual space of the long jump trajectory
is carried out, and the binary reconstruction of the correlation frame of the long jump
trajectory is carried out in the m*n region. The fuzzy region high resolution feature
extraction model of the visual image of the long jump trajectory space is constructed
[6–9]. The regional feature distribution points of the spatial visual image of the long
jump trajectory are obtained as follows:

JðxÞ ¼ IðxÞ � A
maxðtðxÞ; t0Þ þ A ð5Þ

Wherein, t0 represents the structural similarity of the spatial visual image of the
long jump trajectory, carries on the template matching in the neighborhood structure of
the image 3*3, carries on the spatial segmentation through the acquisition result of the
visual image of the long jump trajectory space, considers the common view degree of
the new feature point to carry on the spatial visual planning of the long jump trajectory
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[10], and the rotation and translation output of the long jump trajectory space are as
follows:

i j
i i k

i j

WW
W P W S cos

WW
ð6Þ

The output of the pixel subset of the spatial distribution of the long jump trajectory
is expressed as follows:

IðxÞ ¼ JðxÞtðxÞ þ Að1 � tðxÞÞ ð7Þ

Wherein, the A is the three-dimensional scale information of the long jump motion
track space vision, and tðxÞ is the edge contour value of the long jump motion track
space vision, and the quantitative characteristic distribution set of the long jump motion
track space visual image area segmentation is as follows:

wði; jÞ ¼ 1
ZðiÞ expð�

dði; jÞ
h2

Þ ð8Þ

Wherein, ZðiÞ ¼ P
j2X

expð� dði;jÞ
h2 Þ is the spatial visual gradient feature of long jump

trajectory. The adaptive pixel fusion method is used to segment the trajectory of the
collected long jumpers’ motion image, and the automatic tracking and recognition of
the long jumpers’ motion trajectory tracking image is carried out based on the dynamic
feature segmentation [11], and the fuzzy regional gradient mode features of the input
spatial visual image of the long jump trajectory are obtained.

min
c
ð min
y2XðxÞ

ðI
cðyÞ
Ac

ÞÞ ¼ etðxÞmin
c
ð min
y2XðxÞ

ðJ
cðyÞ
Ac

ÞÞ þ ð1 � etðxÞÞ ð9Þ

Wherein, etðxÞ is the matching set of image frame feature points, Ac is the statistical
feature quantity of spatial visual distribution of long jump trajectory, and the image
trajectory segmentation and information enhancement processing are realized by
comprehensive analysis [12].

3 Adaptive Tracking and Optimization of the Track
of the Long-Jump

3.1 Long Jump Track Feature Extraction

On the basis of the above adaptive tracking image design of long jumpers based on the
video point frame scanning method, the adaptive tracking image of long jumpers is
designed. In this paper, an adaptive tracking method of long jumpers’ trajectory
tracking images based on machine vision tracking detection is proposed, and the spatial
vision planning model of long jumpers is constructed [13]. Combined with visual
conduction technology, the position and pose adjustment and attitude correction of long
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jump motion are carried out, and the quantitative conduction tracking recognition of
spatial vision of long jump trajectory is carried out by using modular feature matching
technology. The pixel eigenvalues of spatial visual distribution of long jump trajectory
are obtained as:

w dij
� � ¼ f xi � xj

�� ��� � ¼ 1ffiffiffiffiffiffi
2p

p exp
xi � xj
� �2

2

( )
ð10Þ

The scene coordinates in the spatial visual distribution area of the long jump
trajectory are M � N, according to the spatial rotation and attitude adjustment of the
long jump trajectory, the piecewise area planning is carried out, and the feature points
of the long jump dynamic trajectory distribution are added to the reconstruction scene
[14]. The visual feature quantity extraction and 3D reconstruction of the long jump
trajectory are realized, and the reconstruction output is obtained as follows:

bi ¼ exp � xi � xj
�� ��2

2r2

( )
1

dist xi; xj
� � ð11Þ

The visual image multi-layer mesh distribution model of the long jump motion
track planning is constructed, and according to the difference of the acquisition envi-
ronment of the long jump motion track space visual image, the spatial visual pose offset
of the long jump motion track space is obtained as follows:

u x; y; tð Þ ¼ G x; y; tð Þ ð12Þ

pðx; tÞ ¼ lim
Dx!0

½r u � ðu þ DuÞ
Dx

� ¼ �r
@uðx; tÞ

@x
ð13Þ

Wherein, Du is the frame of long jump track tracking image with local correlation
pixel point, and F is the spatial visual difference distribution characteristic quantity of
long jump track. The grey feature quantity of track tracking image of long jump
athletes is extracted [15], and the automatic spatial planning neighborhood distribution
model of long jump motion is constructed. The similarity characteristic value of long
jump track space is obtained as follows:

sðkÞ ¼ / � sðk � 1Þ þ wðkÞ ð14Þ

Wherein

/ ¼

1 0 0 0 0
0 1 1 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0 0 1

0BBBB@
1CCCCA ;wðkÞ ¼

Nð0; rhðkÞÞ
0

Nð0; rxðkÞÞ
0

Nð0; ryðkÞÞ

0BBBB@
1CCCCA ð15Þ

The diffraction R, G, B components of the spatial visual feature distribution of the
long jump trajectory are extracted, and the adaptive tracking image of the long jump
track is carried out according to the results of feature extraction [16].
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3.2 Trajectory Segmentation and Adaptive Tracking of Long Jump

The fuzzy constraint optimization function for strengthening the tracking image
information of long jumpers is as follows:

minimize f ð~xÞ ~x ¼ ðx1; x2; . . .; xnÞ 2 <n

subject to gjð~xÞ � 0; j ¼ 1; . . .; l

hjð~xÞ ¼ 0; j ¼ l þ 1; . . .; p

ð16Þ

The statistical feature distribution model of the track tracking image of long jum-
pers is obtained as:

L0ðrÞ ¼ Lðr=2Þ
2

; H0ðrÞ ¼ Hðr
2
Þ ð17Þ

Wherein, r and h are the coordinates of the frequency domain feature distribution of
the long jump trajectory tracking image, and the dynamic characteristics of the long
jump trajectory are analyzed in combination with the dynamic evolution feature dis-
tribution of the long jump trajectory [17]. The feature high resolution detection of the
long jump track tracking image is carried out, and the detection function is obtained as
follows:

X ¼ ~x 2 sjgjð~xÞ � 0; j ¼ 1; . . .; l;

hjð~xÞ ¼ 0; j ¼ l þ 1; . . .; p

( )
ð18Þ

It is assumed that the fuzzy correlation constraint characteristic component of the
tracking image of the moving track of the long jump athlete is expressed as follows:

c1 ¼ i i 2 Sjf g; c2 ¼ i; i0f g i0 2 Ni; i 2 Sjf g; C ¼ c1 [ c2 ð19Þ

In the above formula, i ¼ 1; 2; . . .; T , it represents the length of pixel sequence,
divides each template in the visual space of long jump motion, merges and filters the
visual image of long jump motion space output by frame scanning, and obtains the
image enhancement output as follows:

Gjð~xÞ ¼ max 0; gjð~xÞ
� �

; 1 � j � l

max 0; jhjð~xÞj � d
� �

; l þ 1 � j � p

(
ð20Þ

It can be simplified as:

Gð~xÞ ¼
Xp

j¼1
Gjð~xÞ ð21Þ

By adopting the Harris corner point detection technology to carry out the track
tracking and the information marking of the long jump, the motion track tracking image
segmentation of the long jump athlete is realized, the self-adaptive tracking of the long
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jump motion track is realized according to the image segmentation result [18], and the
implementation process of the algorithm is shown in Fig. 1.
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Fig. 1. Implementation flow of improved algorithm
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4 Simulation Experiment and Result Analysis

In order to test the application performance of this method in the adaptive tracking and
recognition of long jumpers’ motion trajectory tracking image, the experimental test
and analysis are carried out. Combined with Visual C++ and Matlab, the simulation
algorithm of long jumper trajectory tracking image tracking image is designed. The
pixel set intensity of adaptive tracking image of long jumpers’ motion trajectory
tracking image is 200, and the distribution of edge outline features is 400 � 400. The
number of iterations of image adaptive tracking learning is 1600 times, and the seg-
mentation coefficient is 0.21. According to the above simulation environment and
parameter setting, the adaptive tracking image of long jumpers is carried out, and the
original tracking image of long jumpers is obtained as shown in Fig. 2.

Taking the trajectory tracking image of long jumpers as the research sample, the
neighborhood distribution model of automatic spatial planning for long jump motion is
constructed. Combined with the dynamic evolution feature distribution of long jump
trajectory, the dynamic characteristics of long jump trajectory are analyzed, and the
segmentation and adaptive tracking of long jump trajectory tracking image are realized,
and the tracking results are shown in Fig. 3.

Fig. 2. Original long jump athlete’s motion track tracking image
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The method can effectively realize the self-adaptive tracking of the track-tracking
images of the long-jump athletes by adopting the method, and the long-jump precision
after the self-adaptive tracking of the moving track of the long-jump athletes is ana-
lyzed by adopting different methods, and the comparison result is shown in Fig. 4.

The analysis of Fig. 4 results show that the SVM and BP methods are compared
with the proposed method, and the adaptive tracking accuracy and adaptive perfor-
mance of the proposed long jump athlete’s tracking image are high. The proposed
method has better performance of adaptive tracking image for the long jump athlete.

Fig. 3. Tracking adaptive tracking results
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5 Conclusions

The information fusion model of long jumper trajectory tracking image is constructed,
and the visual evolution feature distribution of long jumper trajectory tracking image is
automatically followed and recognized, so as to improve the identification ability of
long jumper trajectory tracking image. In this paper, an adaptive tracking method of
long jumper motion trajectory tracking image based on machine vision tracking and
detection is proposed. The video point frame scanning method is used to collect the
long jumper motion trajectory tracking image. The collected long jumper motion image
is segmented by adaptive pixel fusion method, and the grey feature quantity of the long
jumper motion trajectory tracking image is extracted. The automatic spatial planning
neighborhood distribution model of long jump motion is constructed. according to the
dynamic evolution feature distribution of long jump trajectory, the dynamic charac-
teristics of long jump trajectory are analyzed, and the image segmentation of long jump
track tracking is realized by combining spatial neighborhood enhancement technology,
and the adaptive tracking of long jump trajectory is realized according to the image
segmentation results. It is found that the proposed method has good adaptability to
track the long jump trajectory and improves the accuracy of the long jump.
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Abstract. The problem of low accuracy and poor ability of tactical analysis of
current tournament analysis strategy, to improve the statistical intelligent anal-
ysis ability of the tactical analysis of sports games, it is necessary to carry out the
tactical analysis and statistics of the sports games, and put forward a game
strategy analysis and statistical model based on a large data association rule
mining. firstly, a data acquisition and diagnosis analysis model of a sports game
strategy analysis is constructed, and a sports game tactical analysis data infor-
mation flow model is constructed, and the statistic characteristic quantity in the
sports game tactical analysis is extracted, the method of fuzzy correlation fusion
is used to analyze the interference of the statistical data in the tactical analysis of
the sports game, and a plurality of known interference frequency components
are removed. in that method, a large-data association rule mining algorithm is
adopted to carry out statistical data identification and characteristic analysis in a
sports game and tactical analysis, an optimization characteristic solution of the
game and tactical statistical information analysis is established, and a self-
adaptive optimization of the game and tactical statistical information analysis is
carried out by adopting a simplified gradient algorithm, the feature analysis and
data optimization recognition of the game tactics analysis are realized by
combining the self-correlation feature matching method. The simulation results
show that the method is used to carry out the tactical analysis of sports games
and the accuracy of the statistics, so as to improve the ability of the tactical
analysis of the sports games, so as to improve the effect of the competition.

Keywords: Big data � Association rules � Sports games � Tactical analysis �
Statistical analysis

1 Introduction

In a large-scale sports event, that tactics of sports match is very important to win, it is
necessary to construct the tactical analysis model of the sports game, carry out the
tactical analysis of the sports game, extract the statistic feature quantity in the tactical
analysis of the sports game, adopt the statistical analysis method, carrying out the
tactical analysis and statistics of the sports games, constructing a distributed detection
model of the statistical data in the sports game tactical analysis [1], carrying out the
characteristic analysis of the tactical characteristics of the sports game according to the
statistical data distribution state in the sports game tactical analysis, the research of the
statistical data monitoring method in the related sports game tactics analysis is of great
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concern to the people, the identification of the statistical data in the tactical analysis of
the sports game is based on the statistical analysis of the tactical analysis data of the
sports game, and a large data analysis method is adopted, Feature extraction and
identification of statistical data in the tactical analysis of sports games [2].

Traditionally, the method of statistical analysis, fuzzy feature detection and particle
swarm optimization for the tactical analysis and statistical methods of sports games is
presented, and the statistical analysis model of statistical data in the tactical analysis of
sports games is established, and the method of fuzzy-constrained clustering analysis is
combined. And carrying out statistical data detection and identification in the sports
game tactical analysis [3]. In reference [4], a statistical data detection method is pro-
posed in the tactical analysis of the sports game based on the feature extraction of the
spectrum, according to the spectrum analysis of the statistical data in the sports game
tactics analysis by the self-adaptive spectrum detection method, the spectral charac-
teristic quantity of the statistical data in the sports game tactical analysis is extracted,
the method of the analysis and analysis is carried out by using the fuzzy correlation
fusion analysis, the tactical analysis and the statistics of the sports game are realized,
But the computational complexity of the method is high and the real-time performance
is not good. In view of the above problems, this paper proposes a game strategy
analysis and statistical model based on a large data association rule mining. Firstly, a
data acquisition and diagnosis analysis model of a sports game strategy analysis is
constructed, and a sports game tactical analysis data information flow model is con-
structed, and the statistic characteristic quantity in the sports game tactical analysis is
extracted, the method of fuzzy correlation fusion is used to analyze the interference of
the statistical data in the tactical analysis of the sports game, and a plurality of known
interference frequency components are removed [5]. In that method, a large-data
association rule mining algorithm is adopted to carry out statistical data identification
and characteristic analysis in a sports game and tactical analysis, an optimization
characteristic solution of the game and tactical statistical information analysis is
established, and a self-adaptive optimization of the game and tactical statistical
information analysis is carried out by adopting a simplified gradient algorithm, the
feature analysis and data optimization recognition of the game tactics analysis are
realized by combining the self-correlation feature matching method. Finally, the sim-
ulation experiment is carried out to show the superiority of the method in improving the
tactical analysis and statistical ability of the sports game [6].

2 Collection of Statistical Data and Analysis
of Characteristics in Tactical Analysis of Sports
Competition

2.1 Sampling of Statistical Data in Tactical Analysis of Sports
Competition

In order to improve the statistical intelligence analysis ability of sports competition
tactical analysis, it is necessary to carry out sports competition tactical analysis and
statistics. In this paper, the nonlinear feature sequence analysis method is used to
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sample the statistical data of sports competition tactical analysis in real time [7]. The
collected data are ECG information, real-time brain wave information, cardiac load
information, lung flux information and so on. According to the data acquisition results,
the intelligent feature analysis and recognition of statistical data in sports competition
tactical analysis are carried out, the statistical data collection and information storage
model in sports competition tactical analysis is constructed, a statistical analysis model
containing physique physiological characteristic information is established, and the
statistical data spectrum feature extraction in sports competition tactical analysis is
carried out by using feature analysis method [8]. With the preliminary statistics and
sampling of statistical data in sports competition tactical analysis, the univariable time
series of statistical data in sports competition tactical analysis is constructed as follows:
the information flow model of statistical data collection in fxng, sports competition
tactical analysis is expressed as follows:

xn ¼ xðt0 þ nDtÞ ¼ h½zðt0 þ nDtÞ� þ xn ð1Þ

Wherein, hð:Þ is the multivariate quantitative value function of statistical data stream in
sports competition tactical analysis, xn is the adaptive weighting coefficient, and the
real-time collected sports competition tactical analysis data is selected as the original
data sample sequence, and the finite data set expression of statistical data in sports
competition tactical analysis is obtained as follows:

U ¼ U1; U2; � � � ; UNf g ð2Þ

Wherein Ui is a data transfer model with dimension d dimension, and the high-
dimensional mapping vector for transmitting the tactical analysis data of the sports
game is zn ! znþ 1 or zðtÞ ! zðt þ 1Þ, so that the transmission time series
fxðt0 þ iDtÞg, i ¼ 0; 1; � � � ; N � 1 of the transmission sports game tactical analysis
data are obtained, and the peak parameter model thereof is expressed as follows:

X ¼ ½s1; s2; � � � sK �n ¼ ðxn; xn�s; � � � ; xn�ðm�1ÞsÞ ð3Þ

Wherein, K ¼ N � ðm � 1Þs, represents the statistical characteristic quantity of sta-
tistical data in sports competition tactical analysis, and gives the statistical data si ¼
ðxi; xiþ s; � � �; xiþðm�1ÞsÞT as a set of scalar sampling sequences in sports competition
tactical analysis. Taking lung flux as original data, the characteristic analysis of statistical
data in sports competition tactical analysis is carried out, and the statistical information
flow is represented as fxigNi¼1, assuming that the input initial information flow of sports
competition tactical analysis data is C0 ¼ CN=2 ¼ 0, CN�n ¼ C�

n , n ¼ 0; 1; 2
� � � N=2 � 1. The capacity of tactical analysis data for sports competitions is as follows:

Pr ¼ Pt

ð4pÞ2 d
k

� �c 1 þ a2 þ 2a cos
4ph2

dk

� �� �
ð4Þ
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The data collection and diagnosis analysis model of sports game tactical analysis is
constructed, and the data information flow model of sports game tactical analysis is
constructed. The data compression performance of sports game tactical analysis is
analyzed by Hession matrix, which is as follows:

PS ¼ pk2Dð1 � p2DÞN�1�k
X1
i¼1

kiS ¼ kS
1 � kS

ð5Þ

In the above formula, the kS is the information gain of the sports game tactical analysis
data under the non-limited bandwidth and p2D is the information gain of the sports
game tactical analysis data under the non-limited bandwidth, According to the char-
acteristic sampling analysis result, the sports game tactics analysis and the statistics are
carried out [9].

2.2 Image Trajectory Segmentation and Information Enhancement
Processing

In that method, the statistic characteristic quantity in the tactical analysis of the sports
game is extracted, and a fuzzy correlation fusion analysis and analysis method is
adopted to carry out the filter detection of the statistical data in the sports game tactical
analysis [10], by using the matching projection method, the optimized characteristic
solution for the analysis of the tactical statistical information of the game and the
tactical analysis of the sports game is obtained, and the gradient information compo-
nent of the output sports game tactical analysis statistical data X can be expressed as:

yðkÞ ¼ s1ðkÞ þ n1ðkÞ; uðkÞ ¼ s2ðkÞ þ n2ðkÞ ð6Þ

s1ðkÞ ¼ AAHejðXkþ hHÞ; s2ðkÞ ¼ AAHBe
jðXkþ hHB Þ ð7Þ

Wherein, AH , AHB and hH ,hHB are adaptive feature recognition functions for the sta-
tistical data of sports game tactical analysis, and HðzÞ and HBðzÞ represent amplitude
response and state feature response, respectively. The simplified gradient algorithm is
used to decompose the statistical data in the tactical analysis of sports matches [11].
The boundary conditions of the distribution of statistical data in the tactical analysis of
sports competitions are obtained as follows:

RbX ¼ U E 2 U=Rjc E; Xð Þ � bf g ð8Þ

RbX ¼ U E 2 U=Rjc E; Xð Þ � 1 � bf g ð9Þ

For any two sports competition tactical analysis statistical data blocks mi and mj, the
basic block characteristic quantity of the sports competition tactical analysis statistical
data is the mi;jð1 � i � n; 1 � j � kÞ, sports competition tactical analysis statistical
data information chain distribution is the ki : 1� i� Sf g, criterion Rj : 1 � j � L

� 	
,
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sports competition tactical analysis statistical data reference frequency f and the key
characteristic dc0 match degree is:

knðdc0Þ ¼
Z þ1

�1
f ðtÞd�c0ðtÞdt ð10Þ

According to the self-correlation feature matching method, the feature extraction of the
statistical data in the sports game tactical analysis is realized [12], and the optimized
iterative formula of the feature extraction of the statistical data of the sports game
tactical analysis is described as follows:

h1ðk þ 1Þ ¼ h1ðkÞ � lRe½yðkÞu�ðkÞ� ð11Þ

Where l is the parameter to control the convergence speed and accuracy, which is
called the step size of the sports game tactical analysis data recognition; uðkÞ is the
fuzzy parameter of the sports game tactical analysis and statistics, according to the
feature extraction results, the sports game tactical analysis and statistical algorithm
design [13].

3 Tactical Analysis and Statistical Optimization of Sports
Competition

3.1 Mining Algorithm for Large Data Association Rules

On the basis of the above-mentioned data acquisition and diagnosis analysis model for
building the tactical analysis of the sports game, and carrying out the tactics analysis
and statistics of the sports games on the basis of the construction of the information
flow model of the sports game and the tactical analysis, In this paper, a game strategy
analysis and statistical model based on large data association rule mining is presented
[14]. The analytical model of the statistical data for building the tactical analysis of
sports games is expressed as follows:

zðtÞ ¼ xðtÞ þ iyðtÞ ¼ aðtÞeihðtÞ ð12Þ

In the formula, zðtÞ represents the real component of the statistical data of sports
competition tactical analysis, xðtÞ represents the analytical characteristic quantity of the
statistical data, yðtÞ represents the inherent modal function of the statistical data signal,
and decomposes the information component of the statistical data of sports competition
tactics analysis into multiple sets of feature sets, and obtains the envelope feature item:

aðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2ðtÞ þ y2ðtÞ

p
; hðtÞ ¼ arctan

yðtÞ
xðtÞ ð13Þ

Wherein, hðtÞ indicates the high frequency component of sports competition tactical
analysis statistical data, aðtÞ and hðtÞ are the dynamic evolution feature sets of sports
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competition tactical analysis statistical data, respectively. Using big data association
rule mining algorithm, the similarity distribution of statistical data detection is obtained
as follows:

f ðtÞ ¼ 1
2p

� dhðtÞ
dt

ð14Þ

Carrying out the game strategy analysis and the statistical process control to obtain the
correlation rule mining characteristic distribution weight as follows:

wij ¼ b � w epkq
� �

b [ 1ð Þ ð15Þ

On the basis of comprehensive analysis, a large-data association rule mining algorithm
is used to analyze and analyze the statistical data in the tactical analysis of sports games
[15], and the optimization feature of the analysis of the statistical information of the
game is established as follows:

r1 ¼ xðtÞ � c1 ð16Þ

Based on the above-mentioned processing, a large-data association rule mining algo-
rithm is adopted, and the optimization design of the game and tactical statistical
information analysis model is carried out [16].

3.2 Analysis and Output of Competition Tactical Statistical Information

The simplified gradient algorithm is used for adaptive optimization of game tactical
statistical information analysis, and the feature analysis and data optimization recog-
nition of statistical data in sports competition tactical analysis are realized by com-
bining autocorrelation feature matching method [17]. The feature transfer function of
statistical data in sports competition tactical analysis is expressed as follows:

hðsi;tÞ ¼
XNm

i¼1

aiðtÞejhi tð Þdðt � si tð ÞÞ ð17Þ

By decomposing the tactical analysis information component into the positive phase
sequence and negative phase sequence, the impulse response of statistical data in the
game tactical analysis is obtained:

hðsi;tÞ ¼
XNm

i¼1

aiðtÞdðt � si tð ÞÞ ð18Þ

In the above formula, aiðtÞ is the normalization feature solution of the statistical data of
sports competition tactical analysis, si tð Þ is the time delay, and Nm is the feature
reconstruction sequence of the statistical data in the sports competition tactical analysis.
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The high-order statistical characteristics of the sports competition tactical analysis are
obtained as follows:

xk ¼
XN�1

n¼0

Cn � ej2pkn=N k ¼ 0; 1; � � � ; N � 1 ð19Þ

Based on this, the data detection and recognition model in sports competition tactical
analysis is constructed, and the time series state equation of data distribution in sports
competition tactical analysis is described by using big data association rule mining
algorithm:

AðxÞ ¼ AJðxÞaðxÞ þ Bð1 � bðxÞÞ ð20Þ

So that A ¼ a1; a2; . . .; anf g is the feature attribute set of describing the statistical
data of sports competition tactical analysis, and G ¼ ðV ; E; WÞ represents the feature
attribute set of describing the statistical data of sports competition tactical analysis. The
attribute value of V ¼ fv1; v2; � � � ; vNg is the adaptive learning weight of ðu; vÞ 2 E,
the statistical information analysis of sports competition tactics is described as:

wij ¼ b � w epkq
� �

b [ 1ð Þ ð21Þ

Wherein, b is the close weight coefficient of the statistical data of sports game tactical
analysis, and w epkq

� �
represents the characteristic quantity of tactical state. Combined

with big data mining technology, the fuzzy discriminant function of the statistical data
of sports game tactical analysis is obtained as follows:

Ŵ ¼ sgnðWÞð Wj j � aTsÞ Wj j � Ts

0 Wj j\ Ts

(
ð22Þ

>At k þ 1 time, the integration state characteristic equation of the statistical data of
sports competition tactics analysis is expressed as follows:

w ¼ w tð Þ � wstart k � a

w ¼ w tð Þ � 1
wend

k\ b

(
ð23Þ

In which, a; bf g is the fuzzy clustering center of the statistical data of the tactical
analysis of the sports game, the method of the fuzzy C-means clustering analysis is
adopted, the statistical characteristic of the statistical data of the sports game is ana-
lyzed, and the statistical function is established as follows:

JmðU; VÞ ¼
Xn
k¼1

Xc

i¼1

lmikðdikÞ2xi ¼ ximin þ cxi � ximax � ximinð Þ ð24Þ
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Wherein, xi is the sampling scalar time series of sports competition tactical analysis
statistical data, ximin is the minimum clustering center weight coefficient, c is the nearest
neighbor sample number of sports competition tactical analysis statistical data, the
fitness coefficient is adjusted, the data length is assumed to be N, the simplified gradient
algorithm is used for the adaptive optimization of game tactical statistical information
analysis, and the statistical function G Yj; xi

� �
is obtained as:

G Yj; xi
� � ¼ p1 �

Xk
j¼1

l xð Þ
Pr
i¼1

N Við Þ
k

2
664

3
775 þ p2 � N þ p3 �

Pn
i¼1

Við Þ
Nj

ð25Þ

Wherein, p1; p2; p3f g is the adaptive weighted parameter of sports game tactical
analysis and statistics, p1 þ p2 þ p3 ¼ 1. Based on big data association rules mining
algorithm, sports competition tactics analysis and statistics are carried out [18].

4 Simulation Experiment and Result Analysis

In order to verify the application performance of this method in the statistical infor-
mation analysis of competition tactics to realize the tactical analysis of sports com-
petitions, Matlab and Visual C are used for simulation analysis. The initial sampling
interval of physique data is 2 Ms, the collected data have maximum oxygen uptake
(VO2max), heart rate and so on, and the discrete sampling frequency of the data is set
to 1200 for the length of fs ¼ 10 � f0Hz ¼ 10KHz, sports game tactical analysis
data. The interference signal-to-noise ratio of the test sample is-10 dB, and the time-
domain waveform of sports game tactical analysis data is shown in Fig. 2.

Taking the data of Fig. 1 as input, the big data association rule mining algorithm is
used to analyze the statistical data and feature analysis in the game tactical analysis, and
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Fig. 1. Tactical analysis of time domain waveforms
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establish the game tactical statistical information analysis model, and the result of the
game tactical statistical information analysis is shown in Fig. 2.

Analysis Fig. 2 shows that the method can effectively realize the tactical analysis
and statistics of sports games and the exact probability of the test recognition. The
results are shown in Table 1. The analysis Table 1 shows that the method is used to
carry out the tactical analysis of sports games and the accuracy of the statistics.

5 Conclusions

The distributed detection model of statistical data in sports competition tactical analysis
is constructed. According to the distribution state of statistical data in sports compe-
tition tactical analysis, the characteristics of sports competition tactics are analyzed. In
this paper, a sports competition tactical analysis and statistical model based on big data
association rules mining is proposed. Firstly, the data acquisition and diagnosis analysis
model of sports competition tactics analysis is constructed, and the data information
flow model of sports competition tactics analysis is constructed, the characteristic
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Fig. 2. Tactical information statistical analysis results

Table 1. Comparison of tactical analysis and statistical accuracy of sports competition

Number of experiments Proposed method Reference [4] Reference [5]

50 0.926 0.865 0.878
100 0.965 0.885 0.894
150 0.997 0.943 0.917
200 0.999 0.965 0.938
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quantity of statistical data in sports competition tactics analysis is extracted, and the
interference filtering of statistical data in sports competition tactics analysis is carried
out by using fuzzy correlation fusion analysis method. Big data association rule mining
algorithm is used to analyze the statistical data and features in the tactical analysis of
sports competitions, and the optimal feature solution of statistical information analysis
of competition tactics is established. Combined with the autocorrelation feature
matching method, the feature analysis and data optimization recognition of statistical
data in the tactical analysis of sports competitions are realized. It is found that this
method has good accuracy and strong anti-interference ability in the analysis and
statistics of sports competition tactics, which improves the adaptability and accuracy of
sports competition tactics analysis.

References

1. Wang, X., Zhou, Y., Ning, C., Shi, A.: Image saliency detection via adaptive fusion of local
and global sparse representation. J. Comput. Appl. 38(3), 866–872 (2018)

2. Cheng, M.M., Mitra, N.J., Huang, X., Torr, P.H., Hu, S.M.: Global contrast based salient
region detection. IEEE Trans. Pattern Anal. Mach. Intell. 37(3), 569–582 (2015)

3. Liu, N., Han, J.: DHSNet: deep hierarchical saliency network for salient object detection. In:
Proceedings of the 2016 IEEE Conference on Computer Vision and Pattern Recognition,
pp. 678–686. IEEE Computer Society, Washington (2016)

4. Kim, W., Kim, C.: Spatiotemporal saliency detection using textural contrast and its
applications. IEEE Trans. Circ. Syst. Video Technol. 24(4), 646–659 (2014)

5. Shan, Y., Wang, J.: Robust object tracking method of adaptive scale and direction. Comput.
Eng. Appl. 54(21), 208–216 (2018)

6. Lei, Y.: Multi-focus image fusion method based on NSST and IICM. In: Barolli, L., Zhang,
M., Wang, X.A. (eds.) EIDWT 2017. LNDECT, vol. 6, pp. 679–689. Springer, Cham
(2018). https://doi.org/10.1007/978-3-319-59463-7_68

7. Yang, L.: Technique for image de-noising based on non-subsampled shearlet transform and
improved intuitionistic fuzzy entropy. Optik-Int. J. Light Electron Opt. 126(4), 446–453
(2015)

8. Shen, X.X., Zhang, H., Gao, Z.: Behavior recognition algorithm based on Kinect and
pyramid feature. J. Optoelectron. Laser 2, 357–363 (2014)

9. Yan, S., Xu, D., Zhang, B., Zhang, H.-J.: Graph embedding and extensions: a general
framework for dimensionality reduction. IEEE Trans. Pattern Anal. Mach. Intell. 29(1), 40–
51 (2007)

10. Wang, X., Zhang, Y., Chen, D.: Face detection based on MB-LBP and eye tracking. Chin.
J. Sci. Instr. 35(12), 2739–2745 (2014)

11. Wei, X.S., Luo, J.H., Wu, J.: Selective convolutional descriptor aggregation for fine-grained
image retrieval. IEEE Trans. Image Process. 26(6), 2868–2881 (2017)

12. Radenović, F., Tolias, G., Chum, O.: CNN image retrieval learns from BoW: unsupervised
fine-tuning with hard examples. In: Leibe, B., Matas, J., Sebe, N., Welling, M. (eds.) ECCV
2016. LNCS, vol. 9905, pp. 3–20. Springer, Cham (2016). https://doi.org/10.1007/978-3-
319-46448-0_1

13. Azizpour, H., Razavian, A.S., Sullivan, J.: From generic to specific deep representations for
visual recognition. In: Proceedings of the 2015 International Conference on Computer Vision
and Pattern Recognition Workshops, pp. 36–45. IEEE Computer Society, Washington (2015)

Application of Big Data’s Association Rules in the Analysis 245

https://doi.org/10.1007/978-3-319-59463-7_68
https://doi.org/10.1007/978-3-319-46448-0_1
https://doi.org/10.1007/978-3-319-46448-0_1


14. Razavian, A.S., Sullivan, J., Carlsson, S.: Visual instance retrieval with deep convolutional
networks. ITE Trans. Media Technol. Appl. 4(3), 251–258 (2016)

15. Tian, B., Yang, H., Fang, J.: Recommendation algorithm based on probability matrix
factorization and fusing trust. J. Comput. Appl. 39(10), 2834–2840 (2019)

16. Hassner, T., Harel, S., Paz, E.: Effective face frontalization in unconstrained images. In:
Proceedings of the 2015 IEEE Computer Vision and Pattern Recognition, pp. 4295–4304.
IEEE, Piscataway (2015)

17. Huang, B., Zhao, B., Song, Y.: Urban land-use mapping using a deep convolutional neural
network with high spatial resolution multispectral remote sensing imagery. Remote Sens.
Environ. 214, 73–86 (2018)

18. Xu, H., Sun, Z.: Fast feature selection method based on mutual information in multi-label
learning. J. Comput. Appl. 39(10), 2815–2821 (2019)

246 J. Ren and C. Chen



Identification and Analysis of Limb Swing
Image in Short Run Training Based on Visual
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Abstract. In order to improve the ability of the accurate detection and recog-
nition of the swing of the training limb of the sprinter, a method of image
recognition based on the visual signal processing for the motion of the limb is
proposed. The method comprises the following steps of: analyzing the motion
characteristic quantity of the swing of a sprinting training limb, carrying out a
sprinting training limb swinging image acquisition by adopting an infrared
characteristic scanning technology, carrying out edge contour detection on the
collected sprinting training limb swinging image. Carrying out contour seg-
mentation and characteristic identification of the swinging of the limb of the
sprinting training limb in combination with the image segmentation technology,
constructing a gray histogram distribution structure model of a sprinting training
limb swing image, and carrying out effective extraction of the motion charac-
teristics of the limb swing and the motion characteristic of the sprinting training
limb by adopting a regional block matching method, The method of multi-
dimensional space reconstruction is adopted to simulate the motion of the limb,
and the visual signal processing and the key feature point calibration method are
adopted to calibrate and detect the characteristic points of the limb swing of the
sprinting training, so as to realize the optimal recognition of the swing of the
training limb of the sprinter. The simulation results show that the method of the
invention has the advantages of high accuracy, good characteristic identification
ability and the capability of improving the swing image recognition ability of the
sprinter training limb.

Keywords: Visual signal processing � Sprinting � Training � Limb swing �
Image recognition

1 Introduction

In that field of human body kinematics, it is necessary to carry out the optimization
recognition of the limb swing of the sprinting training, combine the image recognition
and the laser scan tracking technology, carry out the image analysis of the motion of the
limb of the sprinting training, establish a laser scanning and image analysis model of
the swing of the sprinting training limb [1], the method comprises the following steps
of: carrying out the feature extraction and identification of the swing of the limbs of the
sprinting training by adopting a laser imaging method, and improving the characteristic
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identification ability of the sprinting training limb swing; The related sprinting training
limb swinging image recognition method has an important significance in promoting
the kinematics optimization of the human body, Through the characteristic recognition
of the swing of the training limb of the sprinter, the human motion training is guided,
and the related sprinting training limb swing image recognition method has been
greatly concerned by the people [2].

The image recognition of limb swing in sprint training is based on the analysis of
human kinematic image, adopts infrared feature scanning technology of human motion,
carries on the image fractal processing, adopts the laser image recognition method of
sprint training limb swing, realizes the image recognition of limb swing in sprint
training [3]. In the traditional method, the image recognition method of limb swing in
sprint training mainly includes Harris corner detection method. Moment analysis
method and fuzzy information enhancement method, the dynamic fractal recognition
model of limb swing information in sprint training is established, and the laser scanning
and feature recognition of human motion are realized by combining scale decompo-
sition method and multi-mode feature reconstruction method. A real-time extraction
method of limb swing in sprint training based on monocular video is proposed in
reference [4]. Monocular video acquisition method is used to sample and recognize the
laser scanning image of limb swing in sprint training, but the calculation cost of limb
swing image recognition in sprint training is large and the real-time performance is not
good. In reference [5], a method of limb swing image recognition in sprint training
based on video tracking is proposed. According to the law of trajectory distribution, the
optimal feature extraction of human motion video is realized and the accuracy of
recognition is improved. However, the ambiguity of this method is large in the
recognition of limb swing image in sprint training. In order to solve the above prob-
lems, a method of limb swing image recognition for sprint training based on visual
signal processing is proposed in this paper. Firstly, the laser sampling of limb swing
information in sprint training is carried out, and then the gray histogram distribution
structure model of limb swing image in sprint training is constructed. Combined with
the feature point calibration method with large interval and nearest neighbor, the limb
swing image recognition in sprint training is realized. Finally, the simulation test and
analysis are carried out, and the validity conclusion is obtained [6].

2 Image Sampling and Edge Contour Detection of Limb
Swing in Sprint Training

2.1 Image Acquisition of the Motion of the Limbs in the Sprint Training

In order to realize the recognition of limb swinging image in sprint training, firstly,
infrared feature scanning technology is used to collect the wobble image of sprint
training limb, and the edge outline of the collected sprint training limb wobble image is
detected [7]. Assuming that the gray pixel set of sprint training limb swinging laser
scanning image is ði; jÞ, as the pixel center, the method of profile compensation is used
to combine the sharpening template into blocks. At any level of the 3D surface model
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of laser imaging, the matching set of pixel imaging template for sprint training limb
swinging laser scanning image is as follows:

Wu ¼ 1ffiffiffi
a

p
T
ðT
2

þ a
2
� bmÞ ð1Þ

Where, T represents the ratio of flexion to extension acceleration, a represents the
maximum acceleration of oscillation, and bm represents the oscillation frequency. The
level set function reconstruction method is used to reconstruct the laser scanning image
of limb wobble in sprint training. The error matching function of swinging laser
scanning image of sprint training limb is established by using single frame scanning
technology. Combined with pixel reconstruction method, the action feature distribution
pixel set of laser scanning tracking of sprint training limb wobble is obtained.

sðkÞ ¼ / � sðk � 1Þ þ wðkÞ ð2Þ

Where

/ ¼

1 0 0 0 0
0 1 1 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0 0 1

0BBBB@
1CCCCA; wðkÞ ¼

Nð0; rhðkÞÞ
0

Nð0; rxðkÞÞ
0

Nð0; ryðkÞÞ

0BBBB@
1CCCCA ð3Þ

s stands for high frequency persistence. The R, G, B components of sprint training
limb swing laser scanning image W are extracted, and the 3D template matching values
AR, AG, AB and WR, WG, WB, of the corresponding sprint training limb swing laser
scanning image are extracted during the evolution of the outline curve. According to
the above analysis, the laser scanning image acquisition model of sprint training limb
swing is constructed, and the feature extraction of sprint training limb swing is carried
out taking into account the regional information of the image [8].

2.2 Image Edge Contour Detection

The method comprises the following steps of: carrying out edge contour detection on
the collected dash training limb swinging image, carrying out contour segmentation
and characteristic identification of the motion of the limb swing by combining the
image segmentation technology, calculating the visual characteristic distribution of the
swinging laser scanning image of the sprinting training limb to the quantification set
[9], the segmentation threshold of the swing laser scanning image of the sprinting
training limb is as follows:

wði; jÞ ¼ 1
ZðiÞ expð�

dði; jÞ
h2

Þ ð4Þ
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Where, ZðiÞ is the template matching value of the sub-region feature matching
region, defines the Gibbs prior energy function of the sprint training limb swing laser
scanning image, through the edge ambiguity identification method, carries on the edge
and the region information combination processing, in the feature mark area, obtains
the image gradient information dynamic fusion result, obtains the sprint training limb
swing laser scanning image template characteristic distribution:

w dij
� � ¼ f xi � xj

�� ��� � ¼ 1ffiffiffiffiffiffi
2p

p exp
xi � xj
� �2

2

( )
ð5Þ

Using the edge gradient information of the image to carry on the sprint training
limb swing laser scanning and the image vision tracking, obtains the image block area
size is M � N, according to the sprint training limb swing laser scanning image vision
RGB value carries on the pixel characteristic separation, the output is:

bi ¼ exp � xi � xj
�� ��2

2r2

( )
1

dist xi; xj
� � ð6Þ

The method comprises the following steps of: constructing an active contour model
of a sprinting training limb swing, carrying out correlation characteristic matching on
the extracted sprinting training limb swinging infrared scanning image, carrying out
information fusion and feature extraction at the edge of the sprinting training limb
swinging target, The edge contour detection model of the swing image of the training
limb of the sprinter is constructed, and the motion attitude recognition is carried out
according to the edge contour detection result [10–12].

3 Image Recognition and Optimization of Swing Training
Limb Swing

3.1 Visual Signal Processing and Calibration of Key Feature Points

In that method, an infrared characteristic scanning technique is adopted to carry out the
image acquisition of the swing training limb, and on the basis of the edge contour
detection of the collected dash training limb swing image, the motion of the limb swing
image recognition is carried out, In this paper, a method of image recognition based on
visual signal processing is presented. a gray histogram distribution structure model of a
sprinting training limb swing image is constructed [13], and a regional block matching
method is adopted to perform effective extraction of the swing and motion character-
istics of the limb swing and motion of the sprinting training limb, and the template
matching function f ðgiÞ of the sprinting training limb swing image is as follows:

f ðgiÞ ¼ c1~ki
XNnp

j¼0

qj~tij
~tij
�� ��r1 þ e

,XNnp

j¼0

qj
~tij
�� ��r1 þ e

ð7Þ
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The background difference component of limb swing image in sprint training is
obtained [14]. The reconstruction model of three-dimensional feature distribution
region is established by using difference information fusion method. Combined with
Gaussian process and deformation model, the dynamic fusion of human motion is
carried out. The gray pixel fusion model of infrared information of limb swing in sprint
training is established, and the fusion results are satisfied.

ð8Þ

Where, k ¼ 1; . . .;M; i; j 2 1; ;Nf g; i\j, calculates the quantitative set of regional
feature distribution of the swinging infrared scanning image of the sprint training limb.
Si i ¼ 1; 2; . . .; Mð Þ, uses the sub-regional feature matching method to fuse the pose
information of the two-dimensional outline feature distribution point M ðxi þ 1

2 ; yiþ 1Þ,
pixel PE1, and constructs the gray edge feature quantity of the swinging infrared
scanning image of the sprint training limb.

min
c
ð min
y2XðxÞ

ðI
cðyÞ
Ac

ÞÞ ¼ etðxÞmin
c
ð min
y2XðxÞ

ðJ
cðyÞ
Ac

ÞÞ þ ð1�etðxÞÞ ð9Þ

Where, etðxÞ is the spatial region pixel of the infrared scanning image of sprint
training limb swing, Ac is the gray information component of infrared scanning image,
IcðyÞ is the transmission intensity of sprint training limb swing under infrared scanning,
and the adaptive fusion output of the image is obtained by using the method of region
block matching:

bnrb Xð Þ ¼ RbX � RbX1 ð10Þ

The image adaptive fusion model of unmarked human motion video is constructed.
Multi-dimensional phase space reconstruction method is used to simulate the limb
swing of sprint training, and dynamic block matching technology is combined to
segment the texture of infrared scanning image of human motion. The super-resolution
fusion model of the image is obtained as follows:

J x; y; rð Þ ¼
@P
@x
@P
@y

 !
¼ 1 0 Lx x; y; rð Þ

0 1 Ly x; y; rð Þ
� �

ð11Þ

Different threshold t is used to segment the infrared scanning image Lx x; y; rð Þ of
human motion, and the fractal estimation and information fusion of the image are
realized.

3.2 Feature Extraction and Recognition of Limb Swing in Sprint Training

The 3D reconstruction image of the original human motion infrared scanning image is
set as F, the outline of the object in the infrared scanning image of human motion is G,
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and the block matching is carried out in the affine invariant region. The volume motion
attitude transformation analysis is carried out by Kalman filtering method [15]. The
attitude transformation matrix is obtained as follows:

Kab ¼
sx 0 0
0 sy 0
0 0 1

24 35 ð12Þ

By adopting the characteristic matching method of the deformation model, the
attitude analysis and the deformation characteristic analysis of the human body motion
are carried out, and the self-adaptive blocking of the human motion infrared scanning
image is carried out on the basis of the combined morphological segmentation method,
so that the edge pixel value of the human body motion infrared scanning image is
obtained:

EextðVðiÞÞ ¼ cðiÞEimageðVðiÞÞ þ dðiÞEconðVðiÞÞ ð13Þ

Where, Eimage represents the information component of human motion infrared
scanning, combined with wavelet transform method, the fusion filtering of human
motion infrared scanning image is carried out, the fractal dimension statistical analysis
model of human motion infrared scanning image is established, and the visual signal
processing and key feature point calibration methods are used to calibrate the feature
points of limb swing in sprint training. The results of super-pixel region reconstruction
of human motion infrared scanning image are obtained:

Pðxw3 ; yw3 jHÞ ¼
Y
xi2w3

YK
k¼1

akgðxij; yij j lk; r2kÞ ð14Þ

The method comprises the following steps of: converting a feature matching
method into a one-dimensional sequence NFc ¼ fn : c � k � n � c þ kg with a
size of 1 � WN, combining a two-dimensional spatial feature distribution fusion
method, performing visual signal processing and a key feature point calibration of an
image, and realizing saliency area feature extraction of the human moving infrared
scanning image, The result of the optimized identification of the output of the sprinting
training limb is as follows:

R x; yð Þ ¼ det Mð Þ
det Hð Þ

¼ Lxx x; y; rð ÞLyy x; y; rð Þ � Lxy x; y; rð ÞLxy x; y; rð Þ
1þ L2x x; y; rð Þþ L2y x; y; rð Þ

¼ r2
Lxx x; y; rð ÞLyy x; y; rð Þ � Lxy x; y; rð ÞLxy x; y; rð Þ

1þ L2x x; y; rð Þþ L2y x; y; rð Þ

ð15Þ
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As above, a multi-dimensional space reconstruction method is used to simulate the
motion of the limb, and the visual signal processing and the key feature point cali-
bration method are used for the calibration and detection of the characteristic points of
the limb swing of the sprinting training, and the optimal recognition of the swing of the
training limb of the sprinter is realized.

4 Simulation Test Analysis

In order to verify the application performance of this method in the recognition of limb
swing image in sprint training, the simulation experiment is carried out. In the
experiment, the fractal dimension of infrared scanning image of human motion is

(a) frame=110

(b) frame=240

(c) frame=280

(d) frame=360

Fig. 1. Sampling results of the swing data of the training limb of the sprinter
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estimated to be 5, the hidden variable data X = [2, 5, 6, 8], the sample training scale is
20, and the edge information adjustment parameter of 3DStudio MAX, infrared
scanning image of human motion is 1.45. The feature segmentation coefficient is 0.65,
and the sampling results of sprint training limb swing data under different sampling
frames are shown in Fig. 1.

Taking the sampling result of Fig. 1 as an input, combining the image segmentation
technique to carry out the contour segmentation and the characteristic identification of
the swing of the limb of the sprinting training, and the characteristic point of the swing
of the sprinting training limb is extracted, and the result is shown in Fig. 2.

According to the extraction results of feature points, the motion shape is 43 frames.
According to the calibration results of large interval nearest neighbors, the body swing
images of sprint training are recognized from different sides, and the recognition results
are shown in Fig. 3.

The analysis of Fig. 3 shows that the method can effectively realize the image
recognition of limb swing in sprint training, and the feature recognition ability is good.
The recognition error is tested and the comparison results are shown in Table 1. The
analysis Table 1 shows that the error of human motion feature recognition by this
method is low.

Fig. 2. Extraction results of the swing feature points of the training limb of the sprinter
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5 Conclusions

The invention relates to an infrared scanning and image analysis model for establishing
sprinting training limb swing, and an image recognition method based on visual signal
processing is proposed in this paper. Build a sprint training body active contour model,
relevant feature matching body swinging infrared scanning image, extraction of sprint

(a) Back

(b) Left side

Fig. 3. Results of image recognition of the swing training limb

Table 1. Error comparison

Iterations Proposed method Reference [3] Reference [4]

100 0.025 0.075 0.176
200 0.012 0.057 0.164
300 0.004 0.045 0.123
400 0.001 0.043 0.087
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training building block body swinging infrared scanning image fusion model of sprint
training, adopt the method of visual signal processing, calibration and the key feature
points, the motion of the body for sprint training for the calibration and testing feature
points, realized the optimization of sprint training body swinging identification. The
results show that this method has the advantages of small error, good recognition effect,
high accuracy, strong feature recognition ability, and can improve the image recog-
nition ability of sprinter training body swing, and improve the accurate detection and
recognition ability of sprinter training body swing.
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Abstract. In order to improve the secure storage and fault-tolerant ability of
intelligent agricultural information remote data storage system, a fault-tolerant
method of intelligent agricultural information remote data storage system based
on block chain is proposed. Combined with the statistical feature analysis
method, the fault-tolerant characteristics of the intelligent agricultural informa-
tion remote data storage system are analyzed, the correlation characteristics of
the intelligent agricultural information remote data are extracted, the block chain
control model of the intelligent agricultural information remote data is estab-
lished, and the block storage and feature matching design of the intelligent
agricultural information remote data is carried out by using the autocorrelation
feature detection method. The block chain storage structure of intelligent agri-
cultural information remote data security storage is established, combined with
the optimized block chain control scheme, the optimal storage structure of
intelligent agricultural information remote data is reorganized, the structure
reorganization and feature reconstruction of intelligent agricultural information
remote data are realized by using fuzzy clustering and vector quantification
coding scheme, and the fault tolerant strategy optimization of intelligent agri-
cultural information remote data storage system is realized. The simulation
results show that the design of intelligent agricultural information remote data
storage system based on this method has good fault tolerance and strong coding
and decoding ability, which improves the security of intelligent agricultural
information remote data storage and management.

Keywords: Block chain control � Intelligence � Agricultural information �
Remote data � Storage

1 Introduction

With the development of the intelligent agricultural information system, the informa-
tion management of the intelligent agricultural information remote data is greatly
concerned, and it is necessary to construct the optimized storage and secure trans-
mission system of the intelligent agricultural information remote data, the intelligent
agricultural information remote data encryption and coding design is carried out in
combination with the data coding method [1], the safety management capability of the
intelligent agricultural information remote data is improved, and the network infor-
mation encryption and coding design method of the intelligent agricultural information
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remote data are researched, it has great significance to store and optimize the remote
data of intelligent agricultural information. the information management of the remote
data of the intelligent agricultural information is based on the fault-tolerant strategy
optimization design of the storage system for the remote data of the intelligent agri-
cultural information, and the fault-tolerant strategy of the intelligent agricultural
information remote data storage system is constructed, promote the security manage-
ment and storage of intelligent agricultural information remote data [2].

Based on the detection and feature extraction of intelligent agricultural information
remote data, the fault tolerance design of intelligent agricultural information remote
data is carried out, and the discrete big data analysis model of intelligent agricultural
information remote data is constructed [3], the fault-tolerant design of the intelligent
agricultural information remote data storage system is carried out by using a large data
mining method. In the traditional method, the intelligent agricultural information
remote data fault-tolerance storage design mainly comprises a vector quantization
coding method, a fuzzy correlation scheduling method and a hybrid encryption method
and the like, the intelligent agricultural information remote data storage design is
carried out by adopting a block chain control method, and the safe transmission and
storage performance of the intelligent agricultural information remote data are
improved. The fault-tolerant design method of the intelligent agricultural information
remote data storage system based on the feature space reconstruction is proposed in the
paper [4], and the distributed characteristic sequence recombination of the intelligent
agricultural information remote data is carried out, The statistic characteristic compo-
nent of the remote data of the intelligent agricultural information is extracted to carry
out the encrypted transmission scheduling, but the calculation cost of the method is
large and the real-time property is not good. In the paper [5], the fault-tolerant strategy
of the intelligent agricultural information remote data storage system based on the C-
means clustering analysis is proposed, and the coding design of the intelligent agri-
cultural information remote data is carried out by adopting the method of the self-
adaptive fuzzy clustering analysis, but the self-adaptability of the method is not good,
in view of the above problems, this paper proposes a fault-tolerant method of intelligent
agricultural information remote data storage system based on block chain. Firstly, the
fault-tolerant characteristic analysis of the intelligent agricultural information remote
data storage system is carried out in combination with the statistical analysis method,
and the correlation characteristic quantity of the intelligent agricultural information
remote data is extracted, the optimized storage structure of the intelligent agricultural
information remote data is reorganized in combination with the optimized block chain
control scheme, and then the structure recombination and the characteristic recon-
struction of the intelligent agricultural information remote data are realized by adopting
a fuzzy clustering and vector quantization coding scheme. And the fault-tolerant
strategy optimization of the intelligent agricultural information remote data storage
system is realized. Finally, the simulation experiment is carried out to show the
advantages of the method in improving the fault-tolerance performance of the intelli-
gent agricultural information remote data storage system [6].
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2 Intelligent Agricultural Information Remote Data
Distributed Storage Structure Model and Feature Analysis

2.1 Intelligent Agricultural Information Remote Data Distributed
Storage Structure Model

In order to optimize the fault-tolerant design strategy of intelligent agricultural infor-
mation remote data storage system, firstly, the distributed storage structure of intelli-
gent agricultural information remote data is analyzed, the TinySBSec coding system is
embedded into multi-Hoffman table to optimize the coding design of intelligent agri-
cultural information remote data, and the multi-distributed quantitative coding scheme
is adopted [7]. The information coding model and statistical information detection
model of intelligent agricultural information remote data are established, and the public
key is embedded into the master key to carry out the design of intelligent agricultural
information remote data distributed coding and block chain control. The intelligent
agricultural information remote data distributed collection is constructed by wireless
ZigBee networking protocol, and the information fusion of intelligent agricultural
information remote data is carried out under the structure system of the Internet of
things [8]. The fault-tolerant design model of intelligent agricultural information
remote data storage system is constructed, and the quantitative coding of intelligent
agricultural information remote data is carried out by using pseudorandom sequence.
The collected remote data of intelligent agricultural information is stored optimally
through local database and cloud database. The intelligent agricultural information
remote data storage system model is shown in Fig. 1.

                                WEB 
                                      Browser

HTM Web page

Array

                                      Server

JSP

Database

Fig. 1. Model of intelligent remote data storage system for agricultural information
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A connected undirected graph G ¼ V ; E; W is used to represent the coding center
of the intelligent agricultural information remote data storage model, in which V ¼
v1; v2; . . . vNf g is the geometric feature distribution term of the intelligent agricultural

information remote data, in which aj, constructs the coding key agreement protocol of
the intelligent agricultural information remote data in the finite field, inputs the key
parameters, and obtains the association rule set of the intelligent agricultural infor-
mation remote data represented by aj. The simplified geometric model of fault-tolerant
storage in intelligent agricultural information remote data storage system can be
described by the following formula:

G1 ¼ b11a1 þ b12a2 þ . . . þ b1nan
G2 ¼ b21a1 þ b22a2 þ . . . þ b2nan
. . . . . . . . .

Gn ¼ bn1a1 þ bn2a2 þ . . . þ bnnan

8>>><>>>: ð1Þ

Wherein, G1 and G2 indicate that fault-tolerant storage of intelligent agricultural
information remote data storage system is related. Gn is the principal component
characteristic quantity of intelligent agricultural information remote data coding.
a represents the available capacity of the storage node; b represents the load threshold
of the storage node. According to the above analysis, the distributed collection and
storage structure model of intelligent agricultural information remote data is con-
structed [9].

2.2 Analysis of Correlation Characteristics of Intelligent Agricultural
Information Remote Data

the intelligent agricultural information remote data storage system fault-tolerant char-
acteristic analysis is carried out in combination with the statistical analysis method, the
correlation characteristic quantity of the intelligent agricultural information remote data
is extracted [10], the block chain control model of the intelligent agricultural infor-
mation remote data is established, the probability density of the characteristic distri-
bution of the intelligent agricultural information remote data state is obtained by
adopting a sample fusion cluster analysis method:

wij ¼ b � w epkq
� �

b [ 1ð Þ ð2Þ

In which, b is the master key of intelligent agricultural information remote data
coding sequence, and w epkq

� �
represents the length of cyclic shift, and the difference

discriminant function of fault tolerance control of intelligent agricultural information
remote data storage system is as follows:

Ŵ ¼ sgnðWÞð Wj j � aTsÞ Wj j � Ts

0 Wj j\ Ts

(
ð3Þ
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Wherein, a is an adaptive adjustment coefficient of the fault-tolerant design of the
intelligent agricultural information remote data storage system, W is the fuzzy state
characteristic component of the intelligent agricultural information remote data, the
value range is 0 � a � 1 extracting the correlation feature quantity of the intelligent
agricultural information remote data, establishing a block chain control model of the
intelligent agricultural information remote data, extracting the intelligent agricultural
information remote data characteristic, combining the characteristic classification
technology, the intelligent agricultural information remote data storage system fault-
tolerant coding control is realized, and a fuzzy information coding model of the
intelligent agricultural information remote data is established, and the intelligent
agricultural information remote data erasure coding model is obtained as follows:

min
w;b;n

1
2

Wk k2 þ kðxi; xjÞððW � aÞ þ bÞ þ w epkq
� � � 1 ð4Þ

According to the coupling relationship of intelligent agricultural information
remote data, the high dimensional phase space reconstruction is introduced, and the
kernel function kðxi; xjÞ, which is fault tolerant design of intelligent agricultural
information remote data storage system, is obtained. The multi-resolution function of
intelligent agricultural information remote data monitoring is as follows:

min
a

1
2

Xl
i¼1

Xl
j¼1

yiyjaiajKðxi; xjÞ �
Xl
j¼1

aj

s:t:
Xl
j¼1

yjaj ¼ 0

0 � aj � uðxjÞC; j ¼ 1; 2; . . .; l

9>>>>>>>=>>>>>>>;
ð5Þ

The intelligent agricultural information remote data storage system fault-tolerance
transfer function is obtained by adopting a bit sequence modulation method to realize
the public key output control of the intelligent agricultural information remote data:

hðtÞ ¼ H
XM
m¼1

XKðmÞ
k¼1

amkdðt � Tm � smkÞ ð6Þ

Combined with the above feature extraction results, the fuzzy cyclic shift method is
used to cluster the information of intelligent agricultural information remote data,
and the correlation features of intelligent agricultural information remote data are
detected [11].
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3 Intelligent Agricultural Information Remote Data Storage
System Fault Tolerance Strategy

3.1 Block Chain Control Algorithm

On the basis of analyzing the fault-tolerant characteristics of intelligent agricultural
information remote data storage system and extracting the correlation characteristics of
intelligent agricultural information remote data storage system, the fault-tolerant
strategy of intelligent agricultural information remote data storage system is optimized.
As a distributed architecture, blockchain provides a new solution for privacy protection
and data sharing, which is an extremely hot research direction. Using the block chain
technology in the intelligent agricultural information remote data collection base sta-
tion, the intelligent agricultural information remote data storage alliance chain (DSCB)
system is formed. Data sharing among nodes in DSCB is completed by smart contract.
Data owners set constraints on data storage, and use computer language instead of legal
provisions to regulate the behavior of data visitors, so as to achieve decentralized
collective maintenance of a safe and reliable data storage database. In this paper, a
fault-tolerant method of intelligent agricultural information remote data storage system
based on block chain is proposed. The metadata structure characteristics of intelligent
agricultural information remote data are extracted, and the fault-tolerant control of
intelligent agricultural information remote data storage system is carried out by using
the method of source coding design. The statistical analysis model of fault-tolerance of
intelligent agricultural information remote data storage system is obtained.

@ui
@pi

¼ GhiP
j6¼i

hjpj þ r2
ð 1
1þ ci

� bc1Þ ð7Þ

The block chain storage structure of intelligent agricultural information remote data
security storage is established. Combined with the optimized block chain control
scheme, the optimal storage structure of intelligent agricultural information remote data
is reorganized, and the non-orthogonal multiple access control of intelligent agricul-
tural information remote data is carried out. The block chain control components of
intelligent agricultural information remote data are obtained as:

gcomm ¼ k1 � l
Ecomm

� 1 � pdrop
� � ð8Þ

Among them, pdrop is the symbol output bit sequence of intelligent agricultural
information remote data, the output shift symbol CHiði 2 C1Þ, which is used to extract
the metadata structure characteristics of intelligent agricultural information remote data,
and the dynamic load balancing scheduling method is used to carry out the adaptive
coding of intelligent agricultural information remote data. The output is as follows:
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f ðxÞ ¼ sgnf
Xl
j¼1

pdropaKkðxi; xjÞ þ bg; x 2 Rn ð9Þ

Wherein, b� ¼ yi �
Pl
j¼1

yjajKðxj; xiÞ, i 2 fi 0\a�i \uðxiÞCg
�� .

The nearest neighbor query in the process of intelligent agricultural information
remote data protection is carried out by using the method of phase space reconstruction.
The privacy block chain control output of intelligent agricultural information remote
data can be defined as follows:

VðuiÞ ¼ dPðuÞ
dt

���� ����
u¼ui

¼ dPðuÞ
dt

���� ����
u¼ui

du
dt t¼tij ð10Þ

Then

du
dt t¼tij ¼ VðuiÞ

dPðuÞ
du

��� ���
u¼ui

ð11Þ

Ignoring the high order trace H.O.T in the coding process, using the method of
fuzzy correlation scheduling, we can get the block chain storage structure increment
Δui+1 of intelligent agricultural information remote data security storage:

Duiþ 1 ¼ uiþ 1 � ui ¼ VðuiÞ � Ts
dPðuÞ
u

��� ���
u¼ui

¼ F � Tsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x02 þ y02 þ z02

p ð12Þ

Ts is the curve interpolation period. Based on the analysis, fuzzy clustering and
vector quantification coding scheme are used to realize the structure reorganization and
feature reconstruction of intelligent agricultural information remote data, and the block
chain control of fault-tolerant design of intelligent agricultural information remote data
storage system is realized [12].

3.2 Intelligent Agricultural Information Remote Data Storage Security
Optimization

In combination with the optimized block chain control scheme, the optimized storage
structure of the intelligent agricultural information remote data is reorganized, the
intelligent agricultural information remote data is reorganized by the fuzzy clustering
method, the data encryption design is carried out, and the Nik is a k-times standard B-
spline basis function, according to the fault tolerance control, the intelligent agricultural
information remote data optimized and encrypted output is as follows:
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Ni;k ¼ u � uið ÞNi;k�1ðuÞ
uiþ k � ui

þ uiþ kþ 1 � uð ÞNiþ 1;k�1ðuÞ
uiþ kþ 1 � ukþ 1

ð13Þ

The U = {u0, u1, …, un+k+1} in the above formula is a feature quantitative set of
intelligent agricultural information remote data blockchain control symbol combination
feature set, and u is a quantitative coding information distribution independent variable
of intelligent agricultural information remote data.

Based on the method of spatial confusion and reorganization, the state character-
istics of fault-tolerant encryption of intelligent agricultural information remote data are
obtained as follows:

bci ¼ �
X
k2Ss

RikQkc � Ri1yc

¼ � 1
det Q0ð Þ

X
k2Ss

ð�1Þiþ k det Q
0
nki

� �
Qkc þ ycð�1Þiþ 1 det Q

0
i1

� � ! ð14Þ

In summary, the vector quantification coding scheme realizes the structure reorga-
nization and feature reconstruction of intelligent agricultural information remote data,
improves the security of data storage, and the implementation flow is shown in Fig. 2.

Initialize the agricultural 
data

Statistical analysis model

Data feature reconstruction

Convergence judgment

Block chain control

Data storage optimization

Similarity feature 
extraction

N

Y

Start

End

Fig. 2. Fault-tolerant optimization of intelligent agricultural information remote data storage
system
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4 Simulation Experiment and Result Analysis

In order to verify the performance of this method in the implementation of fault-tolerant
control and erasure coding of intelligent agricultural information remote data storage
system, combined with MATLAB, simulation experiments are carried out under the
environment of VS2010 + opencv2.4.13, windows 10 operating system Intel (R) Xeon
(R) CPU e5-2603v4 @ 2.20 GHz, and memory of 32 GB. Set the sampling length of
remote data information of intelligent agricultural information as 1024, the test symbol
sequence length of data coding as 100, the test symbol sequence length of data coding
as 100, the number of training symbols as 500, and the number of iterations as 1000. In
the remote data correction and deletion coding of intelligent agricultural information,
the length of each group of plaintext blocks is 10000. According to the above simu-
lation parameters, the intelligent agricultural information remote data storage coding is
carried out, and the original intelligent agricultural information remote data is obtained
as shown in Fig. 3.

Taking the data of Fig. 3 as the study sample, the block storage and feature
matching design of the intelligent agricultural information remote data is carried out by
adopting the self-correlation characteristic detection method, and the optimized coding
output is shown in Fig. 4.
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Fig. 3. Remote data of original intelligent agricultural information
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The analysis Fig. 4 shows that the output performance of the intelligent agricultural
information remote data block chain control is better by adopting the method, the safe
storage capacity of the data is improved, the fault tolerance of the data coding is
improved, the comparison result is shown in Table 1.

According to Table 1, this paper has a good fault tolerance for intelligent agri-
cultural information remote data storage.

In order to further verify the effectiveness of the method in this paper, the com-
putational complexity of the method in this paper and the traditional method are
compared and analyzed, and the comparison results are shown in Fig. 5.

According to Fig. 5, the calculation complexity of the method in this paper is up to
28%, which is lower than that of the traditional method, saving calculation time and
improving storage efficiency.
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Fig. 4. Optimized code output for medical data

Table 1. Intelligent agricultural information remote data storage optimization result

Data/Kbit Proposed method Chaotic coding PSO GP

1000 0.954 0.834 0.823 0.812
2000 0.987 0.858 0.845 0.834
3000 0.991 0.899 0.869 0.868
4000 0.998 0.921 0.884 0.887
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5 Conclusions

Combined with the data coding method, the encryption and coding design of intelligent
agricultural information remote data is carried out, and the security management ability
of intelligent agricultural information remote data is improved. In this paper, a fault-
tolerant method of intelligent agricultural information remote data storage system based
on block chain is proposed. The fault-tolerant characteristics of intelligent agricultural
information remote data storage system are analyzed by statistical feature analysis
method. Fuzzy clustering and vector quantification coding scheme are used to realize
the structural reorganization and feature reconstruction of intelligent agricultural
information remote data. Based on the method of spatial confusion recombination, the
state feature distribution of intelligent agricultural information remote data fault-
tolerant encryption is obtained. The fault-tolerant strategy optimization of intelligent
agricultural information remote data storage system is realized. It is found that this
method can improve the coding ability of intelligent agricultural information remote
data and improve the fault-tolerant performance of secure storage.
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Abstract. In order to improve the multi-parameter monitoring capability of the
intelligent agricultural greenhouse, a multi-parameter monitoring system design
scheme of the intelligent agricultural greenhouse is proposed based on the
artificial intelligence control, the monitoring system mainly comprises a
greenhouse multi-parameter information acquisition module, a smart agriculture
greenhouse bus control module, a greenhouse temperature information fusion
model, a program loading module, a remote communication module, an
embedded scheduling module and a human-computer interaction module, the
design interface program realizes the man-machine interaction design of the
multi-parameter monitoring system of the intelligent agricultural greenhouse,
and the main control module of the multi-parameter monitoring system of the
intelligent agricultural greenhouse is constructed, and the embedded develop-
ment of the intelligent agricultural greenhouse integrated intelligent monitoring
system is carried out based on the bus under the IEEE488.2 standard, Combined
with the application environment of the multi-parameter monitoring system of
the intelligent agricultural greenhouse, the self-adaptive output conversion
control of the intelligent agricultural greenhouse is carried out, and the opti-
mization design of the multi-parameter monitoring system of the intelligent
agricultural greenhouse is realized under the DSP environment. The test results
show that the method can be used to monitor the multi-parameter of the intel-
ligent agricultural greenhouse, and the stability of the system is strong.

Keywords: Smart agriculture greenhouse � Intelligent monitoring system �
Control � DSP

1 Introduction

Intelligent agricultural greenhouse is an important equipment to realize the monitoring
of intelligent agricultural greenhouse. Intelligent agricultural greenhouse is interfered
by disturbance harmonics and other factors in realizing the monitoring of intelligent
agricultural greenhouse, which leads to the poor output stability of intelligent agri-
cultural greenhouse. The optimal monitoring model of intelligent agricultural green-
house is constructed, and the integrated control method is used to realize the automatic
monitoring and control of intelligent agricultural greenhouse [1]. To improve the output
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stability and reliability of intelligent agricultural greenhouse, the design method of
monitoring system for intelligent agricultural greenhouse is of great value in the design
and application of power supply [2]. Based on the analysis of the output parameters of
the power supply system of the intelligent agricultural greenhouse, the monitoring
system of the intelligent agricultural greenhouse is designed. By the design of infor-
mation sensing equipment in intelligent agricultural greenhouse, the working condition
information of intelligent agricultural greenhouse is collected in real time to realize the
control and monitoring of intelligent agricultural greenhouse.

At present, the monitoring methods of intelligent agricultural greenhouse are mainly
based on embedded scheduling. Combined with fuzzy adaptive control method, the
optimal monitoring and output control of intelligent agricultural greenhouse are carried
out [3]. In reference [4], a wireless greenhouse environment intelligent monitoring
system based on wireless low-power local area network is proposed. The system consists
of sensor sub nodes and sink nodes. The sensor node is powered by two 18650 lithium
batteries. The control unit stm32f107 is used as the main control chip, and the sx1278 is
used as the Lora RF module to connect the sink node through the star network. The sink
node is connected to the sensor node through Lora RF module in the downstream and the
server through 4G network in the upstream. At the same time, SD card is designed to
store the backup data. However, the intelligent monitoring output error of the agricultural
intelligent greenhouse of the system is large, which reduces the monitoring accuracy.

In view of the above problems, this paper designs a multi parameter monitoring
system of intelligent agricultural greenhouse based on artificial intelligence. The
hardware module of intelligent agricultural greenhouse multi-parameter monitoring
system is developed and designed, and the optimal monitoring technology of intelligent
agricultural greenhouse based on embedded DSP is put forward. Firstly, the overall
framework model of intelligent agricultural greenhouse monitoring system is estab-
lished. The monitoring system is mainly composed of shed multi-parameter informa-
tion collection module, intelligent agricultural greenhouse bus control module,
greenhouse temperature information fusion model, program loading module. The
remote communication module, embedded scheduling module and human-computer
interaction module are composed of APP control in MCU control unit, the intelligent
control platform of intelligent agricultural greenhouse is constructed, the hardware
development of multi-parameter monitoring system of intelligent agricultural green-
house is carried out with intelligent control chip, and the intelligent control of intel-
ligent agricultural greenhouse is improved. Finally, the experimental test and analysis
are carried out. The superior performance of this method in improving the multi-
parameter monitoring ability of intelligent agricultural greenhouse is shown.

2 Analysis of the Overall Framework and Function Module
of the System

2.1 Design of the Overall Framework of the System

Firstly, the overall design of intelligent agricultural greenhouse integrated intelligent
monitoring system is analyzed and introduced. The multi-parameter monitoring system
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of intelligent agricultural greenhouse is established on the general computer platform,
and the modular structure design of intelligent agricultural greenhouse integrated
intelligent monitoring system is carried out by using embedded B/S architecture design
method. VIX bus control technology is used to realize bus integrated control and
information scheduling of intelligent agricultural greenhouse multi-parameter moni-
toring system, the integrated information processor of intelligent agricultural green-
house multi-parameter monitoring system is constructed, the instruction design of
monitoring system is carried out by using program loading process control method [5],
and the hardware development and design of intelligent agricultural greenhouse multi-
parameter monitoring system is realized in DSP and FPGA integrated processing
environment. Combined with the DC power amplifier intelligent monitoring and power
sampling, the dynamic information of the intelligent agricultural greenhouse multi
parameter monitoring is extracted, and the dynamic information fusion technology is
used to realize the process optimization control of the intelligent agricultural green-
house multi parameter monitoring. According to the above analysis, the overall
structure of multi-parameter monitoring system in intelligent agricultural greenhouse is
shown in Fig. 1.

According to the overall design model of multi-parameter monitoring system of
intelligent agricultural greenhouse shown in Fig. 1, the component design and hard-
ware development environment analysis of multi-parameter monitoring system of
intelligent agricultural greenhouse are carried out [6]. The instruction loading of multi-
parameter monitoring of intelligent agricultural greenhouse is carried out by using
ISA/EISA/Micro Channel extension bus, and the hardware modularization design of
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Fig. 1. The overall framework of multi-parameter monitoring system in intelligent agricultural
greenhouse
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multi-parameter monitoring of intelligent agricultural greenhouse is carried out com-
bined with discrete distributed control method. The monitoring system is mainly
composed of greenhouse multi-parameter information acquisition module, intelligent
agricultural greenhouse bus control module, greenhouse temperature information
fusion model, program loading module, remote communication module, embedded
scheduling module and human-computer interaction module. According to the output
power and voltage characteristic information of intelligent agricultural greenhouse, the
output power consumption of intelligent agricultural greenhouse is tested. The output
pulse of the multi parameter monitoring system of the intelligent agricultural green-
house is tested by the voltage pulse response control method, and the multi parameter
monitoring system of the intelligent agricultural greenhouse is logically judged and
fuzzy identified [7].

2.2 Description of System Development Environment and Function
Module Analysis

On the basis of the overall framework design of the multi-parameter monitoring system
of the intelligent agricultural greenhouse, the hardware design of the system is carried
out, the control instruction input control of the multi-parameter monitoring of the
intelligent agricultural greenhouse is carried out in the executing mechanism, a fuzzy
control method is adopted, the output bus design and the automatic monitoring test of
the multi-parameter monitoring system of the intelligent agricultural greenhouse are
carried out, and the information acquisition module for multi-parameter monitoring of
the intelligent agricultural greenhouse is established, by adopting the ITU-656 PPI
pattern recognition method, the bus integrated transmission control of the multi-
parameter monitoring system of the intelligent agricultural greenhouse is carried out,
and the output magnetic induction intensity of the power supply is obtained as follows:

Btx ¼ l� n� Itx � a� b

4p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a
2ð Þ2 þ b

2ð Þ2 þ x2
q � 1

a
2ð Þ2 þ x2

þ 1
b
2ð Þ2 þ x2

 !
ðð1ÞÞ

Wherein, n, a and b respectively represent the parameters of the impedance coef-
ficient and the power consumption coefficient of the intelligent agricultural greenhouse,
the invention relates to a development and design of a multi-parameter monitoring
system of a smart agriculture greenhouse in a combination of network technology and
an embedded technology, The man-machine interaction module and the output control
module adopt the ADSP21160 as the core processor and use the ISA/EISA/Micro
Channel expansion bus to carry out the bus transceiving control of the multi-parameter
monitoring system of the intelligent agricultural greenhouse, and the functional module
structure of the system is shown in Fig. 2.
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In combination with the application environment of the multi-parameter monitoring
system of the intelligent agricultural greenhouse, the function modular analysis of the
multi-parameter monitoring system of the intelligent agricultural greenhouse is carried
out, and the peripheral actuator control of the multi-parameter monitoring system of the
intelligent agricultural greenhouse is carried out under the control of the PLC logic
programmable chip. The multi-channel data record dynamic range of the intelligent
agricultural greenhouse control information acquisition is set to −10 dB to +10 dB, and
a large amount of the Linux kernel configuration is 12 KB, and the hardware modular
design of the multi-parameter monitoring system of the intelligent agricultural green-
house is carried out according to the design index [8].

3 The Hardware Design and Implementation of the System

Based on Bus under IEEE488.2 standard, the embedded development of intelligent
agricultural greenhouse integrated intelligent monitoring system is carried out. the
monitoring system is mainly composed of greenhouse multi-parameter information
collection module, intelligent agricultural greenhouse bus control module, greenhouse
temperature information fusion model, program loading module, remote communica-
tion module, embedded scheduling module and human-computer interaction module
[9].

Fig. 2. Functional Module composition of Multi-parameter Monitoring system in Intelligent
agricultural greenhouse
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3.1 Multi-parameter Information Acquisition Module for Greenhouse

The multi-parameter information acquisition module of the greenhouse is an original
data acquisition function for realizing the intelligent agricultural greenhouse integrated
intelligent monitoring system, the data acquisition of the intelligent agricultural
greenhouse multi-parameter monitoring system is carried out by adopting the ISA/
EISA framework mode, the collected AD information has the output current of the
power supply system, information such as voltage, voltage-stabilizing characteristic
and power consumption is adopted, the method for adjusting the power factor is
adopted [10], the AD information conversion of the intelligent agricultural greenhouse
integrated intelligent monitoring system is carried out, a bus development design
method is adopted, and the output instruction control of the power supply monitoring is
carried out. Using the ADSP-BF537BBC-5A to realize the design and analysis of the
intelligent agricultural greenhouse control bus, the multi-parameter information
acquisition module of the greenhouse is obtained as shown in Fig. 3.

3.2 Bus Control Module

The bus control module realizes the information integration processing of the intelli-
gent agricultural greenhouse multi-parameter monitoring system, designs the automatic
control transmission protocol of the intelligent agricultural greenhouse control, and
realizes the instruction loading and output conversion control of the intelligent agri-
cultural greenhouse multi-parameter monitoring system in the program loading module
[11]. The design circuit of the bus control module is shown in Fig. 4.

Fig. 3. Multi-parameter information acquisition module for greenhouse
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3.3 Program Loading Module of Greenhouse Temperature Information
Fusion Model

The program loading module of the greenhouse temperature information fusion model
adopts the PCI bus for embedded development and integrated information processing
of the multi-parameter monitoring system of the intelligent agricultural greenhouse.
The clock bus circuit and the reset circuit are constructed, the program cross-compiling
design of the multi-parameter monitoring system of the intelligent agricultural green-
house is carried out, and the automatic energy-saving adjustment of the intelligent
agricultural greenhouse is realized by adopting the ADSP21160 processor system [12],
the design program loading module realizes the program loading of the intelligent
agricultural greenhouse integrated intelligent monitoring system, and the obtained
program loading module is shown in Fig. 5.

Fig. 4. Bus control module

Fig. 5. Programming module design
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3.4 Remote Communication Module

The remote communication module adopts the 16-bit 196.608KSa/ Sec/ Chan digitizer
HP E1433A for remote communication of the multi-parameter monitoring system of
the intelligent agricultural greenhouse, the remote communication module configures
the asynchronous memory through the boot ROM [13], uses the PF10 as the SPI
interface in the SPI interface, using the high-speed A/ D chip AD9225 as the infor-
mation transmission center of the intelligent agricultural greenhouse control. And the
pulse control and the remote communication of the multi-parameter monitoring system
of the intelligent agricultural greenhouse are realized, and the remote communication
module is obtained as shown in Fig. 6.

Comprehensive analysis, combined with the application environment of intelligent
agricultural greenhouse multi-parameter monitoring system, the adaptive output con-
version control of intelligent agricultural greenhouse is carried out, and the optimal
design of intelligent agricultural greenhouse multi-parameter monitoring system is
realized under DSP environment [14, 17].

4 System Test Analysis

In order to test the application performance of the intelligent agricultural greenhouse
multi-parameter monitoring system designed in this paper, the experimental test
analysis is carried out. Figure 7 is an environmental greenhouse intelligent monitoring
system of an agricultural greenhouse.

Fig. 6. Upper computer communication module
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The dynamic coupling parameter of the intelligent agricultural greenhouse is set to
be 1.23, the amplification factor of each frequency component of the current is 2.5, the
amplitude is 12.4 V, the phase angle is 24 rad/s. The output power loss of the power
supply is 15.6 dB and the maximum power value is 34 kW. According to the above
simulation parameter setting, the multi-parameter monitoring simulation of the intel-
ligent agricultural greenhouse is carried out, and the output real-time value and the
imaginary part value of the monitoring data of the intelligent agricultural greenhouse
are shown in Fig. 8.

Fig. 7. Intelligent monitoring system of greenhouse environment in agricultural greenhouse
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Fig. 8. Output real part value and imaginary part value of monitoring data in intelligent
agricultural greenhouse
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The analysis of Fig. 8 shows that the method can effectively realize the intelligent
monitoring of the intelligent agricultural greenhouse, the anti-interference of the har-
monic impedance is good, the voltage amplitude and the current amplitude of the
output are tested, and the result is shown in Fig. 9.

The analysis Fig. 9 shows that the stability of the output temperature and humidity
of the power supply can be improved by using this method, and the output error is
measured. The comparison results are shown in Table 1.

Analysis Table 1 shows that the output error of this method to the intelligent
agricultural greenhouse monitoring is low.

In order to further verify the effectiveness of this system, the accuracy rate of multi
parameter monitoring of intelligent agricultural greenhouse based on this method and
traditional method is compared and analyzed.
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Fig. 9. Output temperature amplitude and humidity amplitude

Table 1. Comparison of output error of intelligent agricultural greenhouse monitoring

Number of experiments Proposed method Reference [4]

100 0.113 0.154
200 0.056 0.134
300 0.012 0.116
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According to Fig. 10, the multi parameter monitoring accuracy of intelligent
agricultural greenhouse in this system can reach up to 100%, which is higher than that
of traditional system.

5 Conclusions

In this paper, the design scheme of intelligent agricultural greenhouse multi-parameter
monitoring system based on artificial intelligence control is put forward. The moni-
toring system is mainly composed of greenhouse multi-parameter information collec-
tion module, intelligent agricultural greenhouse bus control module, greenhouse
temperature information fusion model, program loading module, remote communica-
tion module, embedded scheduling module and human-computer interaction module.
The integrated information processor of multi-parameter monitoring system in intel-
ligent agricultural greenhouse is constructed, the instruction design of monitoring
system is carried out by using program loading process control method, the intelligent
monitoring AD sampling of current power supply is carried out with DC power
amplifier, the dynamic information of multi-parameter monitoring in intelligent agri-
cultural greenhouse is extracted, and the process optimization control of multi-
parameter monitoring in intelligent agricultural greenhouse is realized by using
dynamic information fusion technology. The embedded development of intelligent
agricultural greenhouse integrated intelligent monitoring system is carried out, and the
adaptive output conversion control of intelligent agricultural greenhouse is carried out.
The optimal design of multi-parameter monitoring system of intelligent agricultural
greenhouse is realized in DSP environment. The analysis shows that the output stability
of intelligent agricultural greenhouse monitoring is high, and it can accurately monitor
the multi parameters of intelligent agricultural greenhouse.
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Abstract. Under the environment of Internet of things, agricultural network
information service is open and resource sharing. In order to improve the intel-
ligence of agricultural network information service under the environment of
Internet of things, an agricultural network information resource sharing system
based on Internet of things is constructed. The overall design description and
function modularization analysis of agricultural network information resource
sharing system are carried out. The system design includes agricultural network
information service resource retrieval module, agricultural network information
resource integration processing module, bus control module, resource informa-
tion fusion module, program loading and compilation module and human-
computer interaction module. The bottom module of agricultural network
information resource sharing system is designed by using B/S architecture pro-
tocol and bus server system, the retrieval of massive agricultural network
information service resources is designed based on Internet of things technology,
the information dispatching network center of agricultural network information
service resources is established under the environment of Internet of things
technology, and the Internet of things networking design of agricultural network
information resource sharing system is carried out by using network networking
methods such as ZigBee and GPRS. The process management and file config-
uration are carried out under MVB bus control protocol, and the software
development and design of agricultural network information resource sharing
system are realized under embedded ARM environment. The test results show
that the information resource sharing system of agricultural network based on
Internet of things technology has good human-computer interaction and resource
scheduling, and the execution time cost is small and the reliability is high.

Keywords: Internet of things � Agricultural network � Information resources �
Sharing system

1 Introduction

With the continuous progress of science and technology, Internet of things technology
is widely used in the sharing of modern agricultural network information resources,
especially in the field of agricultural network information service, complex network
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technology and wireless sensor network technology, the construction of agricultural
network information resource sharing system, the use of network control method to
realize the agricultural network information service under the Internet of things tech-
nology, and the use of new media to promote the improvement of agricultural network
information service. So as to provide a better platform for the development of agri-
cultural network information service in China [1]. Under the condition of Internet of
things technology, the agricultural network information service platform is constructed,
the agricultural network information service resource information is integrated, the
agricultural network information agricultural network information resource information
sharing level is improved, the communication among various regions is promoted, the
agricultural network information service is upgraded in the process of globalization,
and the design method of agricultural network information platform under the new
media is studied. It is of great significance to improve the intelligent level and auto-
matic control level of agricultural network information service [2].

The design of intelligent independent agricultural network information resource
sharing system is based on the network design and software design of the platform, and
the transmission and sharing of agricultural network information resources through
network and modern media. By using wireless communication technology, Internet
technology and Internet of things technology, the network control and resource opti-
mization transmission of agricultural network information service can be realized. The
design model of agricultural network information resource sharing system mainly
adopts ITU-T H.323 and IETF SIP network signaling control scheme and (Real Time
Control Protocol, RTCP), a real-time transmission control protocol for service quality
monitoring, to realize the design of agricultural network information service [3], and
obtains better platform automatic control efficiency.

In reference [4], an application program development model of agricultural network
information resource sharing system based on Linux kernel control is proposed. The
platform is developed and designed by using signaling technology, media coding
technology and media real-time transmission technology. The information fusion
transmission is carried out through ZigBee and wireless communication technology in
the network layer, and the output control of agricultural network information service
information data is carried out by using VXI bus technology. However, the real-time
output performance of media information in this system is not good. In reference [5], a
design model of agricultural network information resource sharing system based on
VME bus architecture is proposed. The output control of agricultural network infor-
mation service resource is realized by using the communication bus between special
modules, and the original agricultural network information service information is
sampled by sensor equipment, RFID label equipment and video equipment, so as to
improve the intelligent control ability of agricultural network information service.
However, the feedback output error of the system designed by this method is large. In
reference [6], an agricultural network information resource sharing system based on
TCP/IP is proposed. The non-contact RFID technology is used to activate the electronic
label, which realizes the feedback control of the agricultural network information
resource sharing system and improves the stability of the platform. The system is prone
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to errors in process management and file configuration. In reference [7], a design model
of agricultural network information resource sharing system based on Internet tech-
nology is proposed. The network transmission protocol under the mode of Internet of
things is constructed by TCP/IP server or UPD server, and the agricultural network
information resource sharing system is designed by using wireless sensor design. The
independent control performance of the platform is not good [7].

In view of the above problems, this paper proposes an agricultural network
information resource sharing system based on Internet of things. Firstly, the overall
framework design and function modular analysis of the platform are carried out, the
information processing core control module is then constructed, and the information
fusion and integrated dispatching design of the agricultural network information service
resources is carried out, the network networking design of the mass agricultural net-
work information service resource retrieval design and the platform is carried out under
the Internet of things environment, the software development design of the agricultural
network information resource sharing system is realized under the MVB (multivibrator)
bus control protocol and the embedded environment, and finally, the simulation
experiment analysis is carried out. The advantages of the method in improving the
control performance and information transmission capability of the platform are shown.

2 Overall Design and Development Environment Description
of the Platform

2.1 General Design Framework of Internet of Things System
and Agricultural Network Information Resource Sharing System

In order to realize the design of agricultural network information resource sharing
system and the optimal scheduling of agricultural network information service resource
information, the overall design framework of the platform is analyzed at first. VXI bus
technology is used to collect the information resources of agricultural network infor-
mation service, and the software of agricultural network information resource sharing
system is developed and designed under the embedded kernel. The platform uses
LabWindows/CVI to open up the code resources. The agricultural network information
resource sharing system is mainly divided into agricultural network information service
resource retrieval module, agricultural network information resource integration pro-
cessing module, bus control module, resource information fusion module, program
loading and compilation module and human-computer interaction module [8]. The
information perception module is constructed to realize the information collection of
agricultural network information service resources, the collected agricultural network
information service resource information is processed adaptively, and the underlying
database is constructed to realize the storage of agricultural network information ser-
vice resources. in the local memory module, the program loading and compiling
software is used to compile and read and write the control instructions of the new
media agricultural network information resource sharing system. The embedded
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controller PXI-8155 is used to construct the network communication protocol, and the
online automatic monitoring and network transmission design of the agricultural net-
work information resource sharing system is carried out under the condition of Internet
of things technology [9]. Build ZigBee terminal node, build the Internet of things
architecture of agricultural network information resource sharing system. The video
equipment is used to monitor the teacher and the indoor environment of the agricultural
network information in real time. The user can access the server through the PC
machine or mobile phone, and the data fusion and data processing analysis of the
collected agricultural network information service platform can be carried out in the
central information processing unit. The remote transmission protocol is constructed in
the local database to realize the output control and storage of the information sharing
system of the new media agricultural network information resources. ZigBee data
collection node is designed as the bottom node of the Internet of things, which is
uploaded to the remote data center server through GRPS [10], and the sensor node is
constructed to realize the original data collection, local information processing and
remote data transmission and control of the agricultural network information service.
The network structure model of the designed agricultural network information resource
sharing system is shown in Fig. 1.

According to the architecture of Internet of things shown in Fig. 1, the information
dispatching network center of agricultural network information service resources is
established under the environment of Internet of things technology, and the network
design and system development of agricultural network information service platform
are carried out by using network networking technologies such as ZigBee and GPRS.
The ZigBee sensor node and hard disk video data are uploaded to the network data
center and to the intelligent mobile terminal through the remote data center server. The
overall structure of agricultural network information resource sharing system designed
in this paper is shown in Fig. 2.

Fig. 1. Internet of things architecture of agricultural network information resource sharing
system
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According to the overall architecture shown in Fig. 2, the bus control of agricultural
network information resource sharing system is automatically monitored by VIX bus.
The sensor group used in the platform adopts ZigBee protocol for ad hoc network and
wireless data transmission, and makes full use of open source Linux operating platform
to design the internal cache control and human-computer interaction of agricultural
network information resource sharing system [11].

2.2 Function Module Analysis and Development Environment
Description of the System

On the basis of the overall framework design of the system, the function modular
design of the system is carried out, a MySQL construction agricultural network
information service management database is constructed, the network design of the
agricultural network information resource sharing system is carried out under the B/S
structure system, the agricultural network information resource sharing system is
divided into an agricultural network information service resource agricultural network
information resource integration processing module [12], a control module, an interface
module, a program loading and compiling module, a bus module and the like, the
program loading and compiling control of the agricultural network information
resource sharing system is carried out by using the Native app local application pro-
gram and the Web app web page application program, the MySQL is used as a
database, and the collected agricultural network information service resource infor-
mation is analyzed and the resource scheduling processing under the embedded system
bus. In this paper, an information management system of agricultural network infor-
mation is constructed, and an open network system model is adopted, and the network
networking design and database design of the agricultural network information
resource sharing system are carried out. The overall structure design of the agricultural
network information resource sharing system designed in this paper is the B/S archi-
tecture design, that is the client/server structure [14]. The control protocol of the
agricultural network information resource sharing system is constructed by using the
GPRS protocol model shown in Fig. 3.
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Fig. 2. Overall structural framework of the system
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According to the Internet of Things GPRS protocol model shown in Fig. 3, the
GPRS protocol model is divided into a radio frequency interface part, a GPRS air
interface layer, a medium access control layer, a program loading and compiling layer,
an MCU layer and a physical link layer:

(1) The radio frequency interface part adopts the Um interface to realize the man-
machine interaction design of the physical layer access and the radio frequency
interface of the agricultural network information resource sharing system, and the
physical link layer realizes the physical access and sensor information acquisition
of various AD sampling interfaces. A distributed networking architecture is
adopted to construct various logical channels of the air interface of the agricultural
network information service system under the internet of things.

(2) The MAC bit medium access control layer. The MAC layer adopts a bus control
design, carries out process management and bus scheduling under the MVB bus
control protocol, Such that the channels can be shared by different mobile stations.

(3) The LLC layer is a logical link control layer, adopts a wireless link protocol of
HDLC, and when the running NextTask () enters an infinite loop task, a multi-
thread agricultural network information resource sharing system task scheduling
method is adopted, and the LLC address and the frame field are designed, and the
on-line interface design and program loading and compiling of the agricultural
network information service system are completed.

(4) SNDC is called a subnet-dependent binding layer. SNDC adopts an on-line
response channel mode to carry out the bus scheduling and the base database
design of the agricultural network information service system, and the main
function of the invention is to complete the grouping and packing of the data, and
to determine the TCP/IP address and the encryption mode.

(5) The protocol SIP of the network layer has a distributed multicast function. SIP
also provides good quality of service support, and the network layer protocol uses
TCP/IP and X.25 protocols that are transparent to traditional GSM network
devices such as BSS and NSS.

According to the analysis, the three-tier architecture of agricultural network
information resource sharing system is shown in Fig. 4.
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Fig. 3. GPRS protocol model
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3 Development and Design of System Software

3.1 Algorithm Design of Agricultural Network Information Service
Resource Retrieval

The bottom module of agricultural network information resource sharing system is
designed by using B/S architecture protocol and bus server system, and the retrieval
design of massive agricultural network information service resources is carried out
based on Internet of things technology. In the above, the overall architecture design and
functional index analysis of large-scale agricultural network information resource
sharing system are carried out, and the fusion algorithm of agricultural network
information service resources is designed. To realize the information resource sharing
resource scheduling of new media agricultural network, this paper adopts a fuzzy linear
fusion model of agricultural network information resource scheduling. Under the
constraint of extreme learning, the fuzzy membership function of agricultural network
information service resource fusion is constructed as follows:

PF ¼
XN
j¼k

X
P

ui¼j

YN
i¼1

ðPfiÞuið1� PfiÞ1�ui ð1Þ

PD ¼
XN
j¼k

X
P

ui¼j

YN
i¼1

ðPdiÞuið1� PdiÞ1�ui ð2Þ

Wherein, Pfi represents the fusion clustering center of big data distribution of
agricultural network information service resources. Pdi is the sampling frequency of
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Fig. 4. Three-tier architecture of agricultural network information resource sharing system
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agricultural network information service, and the example set of data flow is described
as follows:

x ¼ 1
N

XN
i¼1

xij j ð3Þ

In the data fusion center of information management system, the data attribute set
of agricultural network information service resources is constructed, and the root mean
square error of data classification is obtained as follows:

r2 ¼ 1
N

XN
i¼1

xi � xj j2 ð4Þ

In the attribute set distribution space of agricultural network information service
resource data, linear regression analysis and correlation analysis are used to obtain the
mining results of segmented fusion of agricultural network information service
resources:

x
0
i ¼

xi
xik k ¼ ð xi1

xik k ;
xi2
xik k ; � � � ;

xiN
xik kÞ ð5Þ

Wherein, the dynamic replica value xN , of agricultural network information service
resource data is used in the data clustering space, and the fuzzy C-means and support
vector machine algorithm are used to cluster the agricultural network information
service resource, and the output characteristic quantity after data clustering is obtained
as:

Xp uð Þ ¼ scðtÞej2pf0t ¼ 1ffiffiffiffi
T

p rectð t
T
Þej2pðf0tþKt2Þ=2 ð6Þ

Wherein, scðtÞ represents the scalar time series in the data set of agricultural net-
work information resource sharing system, ej2pf0t represents the feature matching set of
information fusion, and f0 represents the reference frequency component, thus realizing
the information fusion and integrated scheduling of agricultural network information
service resources [15].

3.2 Modularization Design of Software Function

The above designed agricultural network information resource scheduling algorithm
realizes the resource information fusion of the algorithm through the resource infor-
mation fusion module. The SQLServer2012 database is designed in embedded Linux to
store the agricultural network information service resource information, and the agri-
cultural network information service resource collection and data loading subroutine is
established by using TCP/IP (Transmission Control Protocol/Internet Protocol) trans-
mission control protocol, and the PWM related buffer is set up. The data source is
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written into the DataSet of agricultural network information resource sharing system,
and the data source is bound according to the data in DataSet. The request_irq ()
function is called to apply for character device driver, and the program loading and
compiling and multi-mode control of agricultural network information service
resources are realized in cloud computing and Internet of things environment. The
trigger bus of agricultural network information resource sharing system is composed of
8 TTL trigger lines and 6 ECL trigger lines, and the minimum communication is
carried out by VXI special string protocol. The external controller of agricultural
network information resource sharing system is constructed. in the SCSI bus driver
design of agricultural network information resource sharing system, the ability of real-
time data recording is improved by connecting external PC and VXI bus through MXI-
2 bus. The resource information fusion module is the key module to realize the core
program processing of the agricultural network information service resource manage-
ment system. The resource information fusion module adopts the embedded Web
service design method, which can realize the collection and adaptive processing of the
agricultural network information service resources, construct the ROMFS file system in
the physical storage medium, and use ADO. NET to complete the query of the large-
scale agricultural network information resource sharing system in the Web program-
ming design. Update and database management, the physical layer and MAC layer of
agricultural network information service system adopt IEEE802.15.4 protocol standard.
The working rate of distribution node in the middle layer of network is between 20–
250kbps. According to the data output from GPRS network, the data bit is sent and
received to the RF byte component in the upper layer, which makes the GPRS system
meet the required memory, energy consumption and speed. Under the B/S architecture
protocol and the bus server system, the software development and design of the
independent agricultural network information resource sharing system are carried out.
The underlying module of agricultural network information resource sharing system is
designed by embedded Boot loader driver module, the process management program is
called, and the information collection is carried out through VME bus or local bus
transmission technology, thus the software system of agricultural network information
resource sharing system is constructed.

4 System Test and Performance Analysis

In order to test the application performance of the agricultural network information
resource sharing system designed in this paper, carry on the software debugging and
simulation experiment, the agricultural network information resource sharing system
provides the user with a simple and unified system calling interface, realizes the
information processing and the system integration design, uses the embedded Linux as
the kernel to carry on the agricultural network information resource sharing system
software development and design. Under X86 architecture, GNU development tool set
is used to test the software of agricultural network information resource sharing system,
ast_sip_realtime class is used to read data directly from database, Sip protocol stack is
used to establish session protocol of agricultural network information service system,
sip_call interface is called to create INVITE message outgoing, and channel_bridge
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function is called to connect two channels, thus the test environment of agricultural
network information resource sharing system is constructed. The data block size of data
sampling for agricultural network information service resources is 200 m. The task set
of agricultural network information service resources scheduling is divided into 10
queue. The parameters of agricultural network information service operation are set in
Table 1.

According to the above software test environment and parameter setting, the per-
formance of the agricultural network information resource sharing system is tested, and
the big data sampling sequence of the information transmission of the agricultural
network information service system is obtained as shown in Fig. 5.

The agricultural network information service system information shown in Fig. 5 is
used as the sample to send the big data sampling sequence, and the network trans-
mission performance of the agricultural network information resource sharing system is
tested. Figure 6 shows the time cost of scheduling the agricultural network information
service resources under different scale data sets.

Table 1. Job parameter settings

Number of jobs Number of tasks Proportion of agricultural network
information service operations

20 1–5 55.7%
13 5–20 25%
10 21–40 10%
8 41–50 6%
6 51–100 2%

Fig. 5. Big data sampling sequence of information transmission in agricultural network
information service system
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The analysis of Fig. 6 shows that the recall performance of the new media agri-
cultural network information resource scheduling designed by this method is better,
which is 24.5% and 19.8% higher than that of the traditional method. In order to further
verify the effectiveness of this system, the execution time cost of this system, document
[5] system and document [7] system are compared, and the comparison results are
shown in Fig. 7.

The analysis of Fig. 7 shows that the execution time cost increases with the
increase of the scale of agricultural network information resources sharing resource
data. The overall time cost of this method is obviously lower than that of the traditional
method, and the execution cost is shortened by 46.7% and 40.4%.
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5 Conclusions

In this paper, the agricultural network information service system is constructed to
integrate the agricultural network information service resource information and
improve the sharing level of the agricultural network information network information
resource information, and this paper proposes to construct the agricultural network
information resource sharing system based on the Internet of things. The VXI bus
technology is used to collect the information resources of agricultural network infor-
mation service, and the software development and design of agricultural network
information resource sharing system are carried out under the embedded kernel, and the
network design and system development of agricultural network information service
system are carried out by using ZigBee and GPRS and other network networking
technologies. B/S framework protocol and bus server system are used to design the
underlying module of agricultural network information resource sharing system, and
the retrieval design of massive agricultural network information service resources
based on Internet of things technology is carried out to realize the core algorithm design
and software development of the system. It is found that the agricultural network
information resource sharing system under the Internet of things technology designed
in this paper has good resource recall performance, low execution time cost and good
overall stability. However, this system does not consider the cost when sharing the
agricultural network information resources. In the next study, we will take the cost as
the research index to further study the agricultural network information resources
sharing.
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Abstract. In order to improve the ability of optimal allocation of agricultural
information resources, analysis of agricultural information resources allocation
efficiency, optimize the allocation of agricultural information resources, has
become an important issue. An evaluation method of allocation efficiency of
agricultural information resources based on huge data is raised, and the software
development and design of configuration efficiency evaluation model are carried
out in combination with embedded LINUX system. The big data distributed
storage structure model of agricultural information resources is constructed.
Quantitative regression analysis and adaptive game method are used for quan-
titative evaluation of agricultural information resources, big data information of
agricultural information resources is excavated, regional grid clustering method
is used for classification and recognition of agricultural information resources,
and information fusion and adaptive scheduling of agricultural information
resources are carried out under the optimized information fusion model.
Embedded Linux technology is used to develop the evaluation model of agri-
cultural information resource allocation efficiency in C/S client. The system
includes data processing module, agricultural information resource allocation
module, program loading module, bus scheduling module and human-computer
interaction module. The integrated design technology is used to realize the
software design of agricultural information resource allocation efficiency eval-
uation model. The test results show that the designed evaluation model of
agricultural information resource allocation efficiency has good reliability and
strong human-computer interaction ability, which improves the quantitative
evaluation and optimal allocation ability of agricultural information resources.

Keywords: Big data environment � Agricultural information resources �
Allocation � Efficiency evaluation

1 Introduction

With the development of the national agriculture and the rural construction, the
management and dispatching level of the agricultural information is continuously
improved, the information management of the agricultural information resources is
continuously promoted, the resource allocation of the agricultural information is
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becoming more and more popular, and in the development process of the agricultural
information resource allocation project, in that invention, the agricultural information
resource allocation efficiency evaluation and analysis are needed, a quantitative eval-
uation model of the agricultural information resource is established [1]. The opti-
mization configuration of the agricultural information resource is carried out in
combination with the large data information analysis of the agricultural information
resource, the agricultural information resource management and the distribution
capability are improved. The evaluation model of the efficiency of agricultural infor-
mation resource allocation is of crucial importance in raising the use and distribution
ability of agricultural information resources [2–4].

The efficiency evaluation of agricultural information resource allocation is based on
the resource information and big data information processing technology of cloud
computing. Big data mining method is used to explore the relevant characteristics of
agricultural information resources. Combined with feature extraction and information
fusion methods, the evaluation of agricultural information resource allocation efficiency
is realized. The current evaluation model of agricultural information resource allocation
efficiency has a long evaluation time, which leads to a slow evaluation efficiency.
Therefore, this paper puts forward the evaluation method of agricultural information
resource allocation efficiency based on big data, and develops and designs the software
of the evaluation model under the embedded Linux system. Firstly, we need to analyze
the big data of agricultural information resources, and then design the evaluation
algorithm. Finally, the evaluation model of agricultural information resource allocation
efficiency is established, and the simulation results are given. The calculation time of
this evaluation model is short, which shortens the evaluation time of agricultural
information resource allocation efficiency and improves the evaluation efficiency.

2 Big Data Analysis of Agricultural Information Resources

2.1 Big Data Distributed Storage Structure Model

In order to realize the evaluation model of agricultural information resource allocation
efficiency in the cloud computing environment, the need for building big data mining
and data information storage structure model of agricultural information resources, and
use directed graph analysis method to evaluate the allocation efficiency of agricultural
information resources [5]. It is assumed that the information storage structure of agri-
cultural information resources is a binary directed graph structure, and the feature
distribution attribute set of agricultural information resources is X ¼ x1; x2; � � � ; xnf g.
The big data distributed storage structure model for evaluating the allocation efficiency
of agricultural information resources is shown in Fig. 1.

Assuming that the agricultural information resource database dataset X ¼ x1; x2;f
� � � ; xng, X is the quality of agricultural information resource data mining object set X,
H is the selected feature point in the agricultural information resource database, and the
key feature point matching method is used for quantitative evaluation of agricultural
information resources [6]. The distribution incremental structure of agricultural
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information resources is represented as an N-dimensional vector, and the information
distributed migration model of agricultural information resources is obtained.

The directed graph model is used to building the quantitative evaluation node
distribution structure of agricultural information resources, and the fuzzy association
feature extraction and information matching are carried out in database. The linear
constrained programming model for evaluating the allocation efficiency of agricultural
information resources is constructed as follows:

minðf Þ ¼
Xm
i¼1

Xn
j¼1

HijXij ð1Þ

Where i is the distribution node and j is the information resource. On this basis, the
optimal allocation model of Internet of things nodes is obtained to evaluate the effi-
ciency of agricultural information resource allocation, which is recorded as L1; � � � ; Ln

A
gricultural inform

ation resources

Lab1

Content

Student

Data analysis

Data storage

Data processing

Lab2

Content

Agricultural information

Data analysis

Data storage

Data processing

LabN

Agricultural information

Data analysis

Data storage

Data processing

Content

Fig. 1. Big data distributed storage structure model for evaluating the allocation efficiency of
agricultural information resources
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and Pmin
1 ; � � � ; Pmin

n . According to the distribution of storage nodes, evaluate and
analyze the configuration efficiency [7].

2.2 Big Data Mining of Agricultural Information Resources

Basing on building the Big data distributed storage structure model of the agricultural
information resource, the quantitative regression analysis and adaptive game method
are used for quantitative evaluation and big data mining [8], and the self-adaptive
scheduling parameter r2FðxÞ is constructed, The constraint parameters of agricultural
information resource allocation efficiency evaluation are:

½r2FðxÞ�kj ¼ @2FðxÞ
@xk@xj

ð2Þ

In combination with that optimal time delay balance control method, the balance
control in the evaluation process of the resource allocation efficiency of the agricultural
information is carry out, a resource optimization configuration model is established,
and in the cloud computing environment, the efficiency evaluation set structure of the
agricultural information resource allocation is carried out [9]. The spatial planning
model for obtaining the efficiency evaluation of the resource allocation efficiency of the
agricultural information is expressed as follows:

C1ðsÞ ¼ k2minðf Þþ 1
k1 þ 1

C2ðsÞ ¼
Qi¼n

i¼1

ðTmiminðf Þþ 1Þ
Kmðk2 þ ½r2FðxÞ�kjÞs

8>><
>>:

ð3Þ

It is assumed that the dynamic constraint parameter model of agricultural infor-
mation resource allocation efficiency evaluation is described as follows: xj ¼ fx1j;
x2j; . . .; xmjgT , shares and dispatches according to the attribute distribution of agri-
cultural information resources, and obtains the criteria of agricultural information
resource information evaluation factors as follows:

Sði; jÞ ¼
P

u2Uij
ðVu;i � 3ÞðVu;j � 3ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

u2Uij
ðVu;i � V:iÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2Uij

ðVu;j � V:jÞ2
q ð4Þ

Wherein, the evaluation matrix of agricultural information resources is the optimal
characteristic solution of the distribution set of R ¼ rij; aij

� �
m�n, agricultural infor-

mation resources:

U ¼ diag½ej/1 ; � � � ; ej/P � ð5Þ

The mutual information entropy of agricultural information resources is introduced
into high dimensional phase space, namely:
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xðtÞ
yðtÞ

� �
¼ AðhÞ

AðhÞU
� �

s þ n ¼AðhÞsþ n ð6Þ

Taking P as the probability density of resource distribution, it is obvious that

T
_ ¼ AHA

� ��1
AHUs ¼ AþUs, excavates agricultural information resources by big

data according to the above analysis [10–12].

3 Evaluation of Allocation Efficiency of Agricultural
Information Resources

3.1 Classification and Recognition of Agricultural Information Resources

On the basis of mining big data information of agricultural information resources, the
regional grid clustering method is used to classify and identify the agricultural infor-
mation resources, and the scheduling fusion model [13] is self-adaptive and resource
information fusion under the optimized information, and the big data fusion technology
is used to manage the information of the relevant resources, and the optimized eval-
uation set is obtained as follows:

F ¼ mintr P?
AUsWUH

s

� � ¼ maxtr PAUsWUH
s

� � ð7Þ

The information database of the agricultural information resource is established,
and a sample set distribution model of the agricultural information resource pool is
obtained to meet the requirements of:

Ti;j tð Þ ¼
pi;j tð Þ � Dp tð Þ		 		

pi;j tð Þ ð8Þ

By using the fuzzy degree function of the evaluation of the efficiency of the
agricultural information resource allocation represented by the Ui;j tð Þ. The database of
resources is reconstructed by using cloud computing method, and the resources of
related rule feature set that can extract relevant information are as follows:

TFðt; ciÞ ¼ PðtjciÞP
j!n

PðtjjciÞ ð9Þ

The distributed storage structure of agricultural information resources is analyzed,
and the optimal solution vector of agricultural information resource scheduling is
obtained as follows:

lik ¼ 1=
Xc

j¼1

ðdik=djkÞ
2

m�1 ð10Þ
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Vi ¼
Xm
k¼1

ðlikÞmxk=
Xn
k¼1

ðlikÞm ð11Þ

The regional grid clustering method is used to classify and identify agricultural
information resources, and the fuzzy C-means clustering method is used to construct
the sub-regional grid clustering center C Yð Þ of agricultural information resources. The
distribution structure of agricultural information resources is reorganized by using
similarity evaluation method to realize the autocorrelation feature matching of
resources. The optimal clustering model of resources is obtained:

ldij!cx ¼
Pcxj j

v¼0
cosinij!xðdij; dxvÞ

cxj j

0
BBB@

1
CCCA

�1

ð12Þ

In which, the cosinij!xðdij; dxvÞ is a fusion clustering feature set of the agricultural
information resource, and according to the analysis, the classification identification of
the resource is realized, then the resource allocation efficiency evaluation is carried out
according to the recognition result [14].

3.2 Information Fusion and Allocation Efficiency Evaluation
of Agricultural Information Resources

Using decision similarity (correlation) analysis method, the fuzzy set vi of the evalu-
ation of agricultural information resource allocation efficiency is obtained as follows:

V ¼ fvij i ¼ 1; 2; � � � ; c; j ¼ 1; 2; � � � ; sj g ð13Þ

Wherein, Vi is the correlation analysis measure of agricultural information
resources [15], and the formula for evaluating the allocation efficiency of resources is
obtained by using multiple regression analysis method:

Ui;j tð Þ ¼ exp �b zi tð Þ � zj tð Þ

 �2h i

ð14Þ

The quantitative regression analysis and the self-adaptive game method of the
correlation are used, the sharing degree of the agricultural information is obtained:

Si;j tð Þ ¼ pi;j tð Þ � spi;j tð Þ
pi;j tð Þ ð15Þ

In which: pi;jðtÞ is the fuzzy correlation feature distribution set of the agricultural
information resource sharing, and DpðtÞ is the fuzzy decision increment value of the
agricultural information resource sharing. 4-tuple Ei; Ej; d; t

� �
is used to represent the

main feature quantity of the agricultural information resource sharing schedule, and
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according to the above analysis, the correlation function of establishing the agricultural
information resource information fusion and the configuration efficiency evaluation is
as follows:

CONðt; ciÞ ¼ log
Pðdjt; ciÞ
PðdjtÞ ¼ log

Pðdjt; ciÞP
i!m

Pðdjt; ciÞ ð16Þ

Wherein, Pðdjt; ciÞ is the distribution probability of ci agricultural information
resource sharing scheduling. Regional grid clustering method is used to classify and
identify agricultural information resources. Under the optimized fusion model, infor-
mation resource fusion and adaptive scheduling are carried out [11].

4 System Software Development and Testing

on the basis of the above-mentioned algorithm design of the agricultural information
resource allocation efficiency evaluation model, the software development design of the
system is carried out, the embedded Linux technology is adopted to carry out the
agricultural information resource allocation efficiency evaluation model software
development on the C/S client side [16], the system comprises a data processing
module, the resource allocation module, the program loading module, the bus
scheduling module and the man-machine interaction module and the like. The device
attribute table is configured to configure the DMA0_START_ADDR register, and the
bus scheduling method is used for the DMAx_Y_MODIFY, DMAx_PERIPHER-
AL_MAP and other register configurations, and the program loading module is used
for realizing the load of the evaluation algorithm of the resource allocation efficiency of
the agricultural information, and the software implementation diagram of the system is
shown in Fig. 2.

According to the software design described above, the software test of the agri-
cultural information resource allocation efficiency evaluation model is carried out, the
data length of the buffer data is set to 16 bits, the length of the agricultural information
resource data sample is 1024, and the DMM_X_MODIFY of the test set is 2, and the
large data analysis part of the agricultural information resource is obtained as shown in
Fig. 3.

Big data fusion and resource allocation are carried out by using this method, and
the time cost of evaluating the efficiency of agricultural information resource allocation
is shown in Fig. 4.

As can be seen from the analysis in Fig. 4, the time cost of the evaluation of
agricultural information resources by this method is short, and the response capability
of the system is better. the stability of the test system is obtained. According to Fig. 5,
the convergence of the system is better, the model designed in this paper is reliable and
strong in man-machine interaction capability. And the quantitative evaluation and the
optimization configuration capability of the agricultural information resource are
improved.
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Fig. 2. Software implementation diagram of the system

0 10 20 30 40 50 60 70 80 90 100
-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

Time/s

A
m
pl
itu

de

Fig. 3. Large data analysis part of the agricultural information resource

An Evaluation Model of the Efficiency 301



The efficiency of the resource allocation is tested. The results of the comparison are
shown in Table 1.

It shows that the efficiency of this method is higher than that of the agricultural
information resource allocation.

Proposed method
Traditional method
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Fig. 4. Time cost of evaluating the allocation efficiency of agricultural information resources
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Fig. 5. Convergence test of system

Table 1. Comparison of allocation efficiency of agricultural information resources

Number of iteration steps Proposed method Reference [3] Reference [4]

100 0.973 0.893 0.873
200 0.982 0.901 0.884
300 0.991 0.912 0.911
400 0.994 0.935 0.924
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In order to further verify the effectiveness of the model in this paper, the calculation
time of the model in this paper and the traditional model is compared and analyzed, and
the comparison results are shown in Fig. 6.

According to Fig. 6, the calculation time of the model in this paper is shorter than
that of the traditional model, which shows that the algorithm of the traditional model is
more complex, while the calculation complexity of the model in this paper is lower,
which shortens the calculation time, thus improving the evaluation efficiency.

5 Conclusions

In this paper, the efficiency evaluation and analysis of agricultural information
resources allocation are carried out, the quantitative evaluation model of agricultural
information resources is established, the ability of optimal allocation of agricultural
information resources is improved, and the evaluation model of agricultural informa-
tion resources allocation efficiency based on big data is put forward. The big data
distributed storage structure model of resources is constructed, and the information
fusion and adaptive scheduling of resources are carried out under the optimized
information fusion model. The software of agricultural information resource allocation
efficiency evaluation model is developed by using embedded Linux technology in C/S
client. The test results show that the designed evaluation model of resource allocation
efficiency has good reliability, good convergence and strong response ability.
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Abstract. In view of the design of seamless and fast panoramic image gen-
eration system, the traditional panoramic image generation system has the
problems of poor image generation effect and long calculation time. The design
of seamless and fast panoramic image generation system based on VR tech-
nology is proposed. According to the image edge processing mechanism, the
hardware structure of the system is designed, and the software function of the
image processor in the hardware is designed. The process of image edge
recognition is described in detail, and the edge is tracked and refined to accu-
rately track the direction and offset of the pixel. The boundary pixel information
is recorded by VR technology, and the seamless system of panoramic image is
realized by combining the corresponding image data. The experimental results
show that the highest generation effect of the system is 90%, which shortens the
calculation time and provides effective support for the research of automatic
image generation system.

Keywords: VR Technology � Panoramic image � Seamless � Generate

1 Introduction

VR technology has been involved in video conference, network technology and dis-
tributed computing technology, and developed to distributed virtual reality. Virtual
reality technology has become an important means of new product design and
development. In the VR environment for collaborative design, team members can
synchronously or asynchronously construct and operate virtual objects in the virtual
environment, and evaluate, discuss and redesign virtual objects [1]. The general image
reflects the local scene, while the panoramic image reflects the global scene. It has a
wide range of application prospects in security monitoring, virtual tourism, education
and entertainment, and military fields. There are two kinds of panoramic images:
spherical panoramic image and cylindrical panoramic image. Among them, the
spherical panorama can reflect the scene in any direction in the space, but it is difficult
to deal with it; the cylindrical panorama does not have two parts of the scene: the top
cover and the bottom cover, which limits the viewing angle of the user in the vertical
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direction, but the water square is 360°, which can meet the needs of most applications.
Cylindrical panorama is much simpler than spherical panorama, so it is more widely
used [2]. Traditional panoramic image generation system has some problems, such as
slow speed, low efficiency, and poor image automatic generation effect. For example,
in the financial field, the profit drawing is often inaccurate, and the dynamic digital
image cannot be edge recognized, resulting in poor image display effect, and algorithm
takes a long time [3].

In order to overcome these shortcomings, a seamless and fast panoramic image
generation system based on VR technology is proposed. Using the system, the short-
comings of the traditional system image generation method can be overcome without
splicing, and the rapid generation of panoramic images can be realized by taking one
image.

2 Design of Seamless and Fast Generation System
of Panoramic Image

2.1 System Hardware Design

The hardware design of panoramic image automatic generation system is to provide a
dynamic expansion mode for the digital under the relevant network service program.
According to the requirements of the demander, the large-scale panoramic image is
distributed. The hardware design diagram of the system is shown in Fig. 1.

It can be seen from Fig. 1 that the design of the image collector is mainly to
transmit the collected data from the network interface to the large-scale panoramic
image processor, and then transmit it to the top of the single-chip microcomputer for
adjustment through the pin of the single-chip microcomputer. When the information
and pin transmission of MCU are finished, it is necessary to communicate with other
MCU to provide the foundation for image processor. The image processor mainly

Fig. 1. System hardware design block diagram
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processes the collected image, and processes the collected image data with the image
thread with high sharing efficiency, which can also be realized by programming [4–6].
The automatic image generation module uses a single-chip microcomputer to complete
the automatic storage of data, and converts the data into images through the built-in
structure, and automatically generates a panoramic image through software program
operation [7].

2.2 Function Design of System Software

Aiming at the image processor in the system hardware, the software function is
designed. After computer processing, the pattern can be automatically recognized, then
we use virtual reality technology to track and refine the image edge [8].

2.2.1 Edge Recognition
In the panoramic image based on VR technology, edge refers to the set of pixels whose
gray values I x; y; tð Þ of surrounding pixels have periodical changes, and the edge
recognition method is to recognize the pattern edge obtained by the pattern corrosion
and expansion operation. The specific steps are as follows:

(1) Treat structural element ðx; yÞ as a template which is designed to examine the
image structure, and its size is generally smaller than the normal image, the cal-
culation formula is:

DIðx; yÞ ¼ Iðx; y; tþ 1Þ � Iðx; y; tÞf g ð1Þ

Where, DIðx; yÞ represents the pixel gray difference between time tþ 1 and time t
of the pixel gray value of the frame video image.

(2) Corrosion is to shrink the edge of the image to the interior, and its function is to
clear the boundary action points T , so that the external expansion becomes more
expansive, whose expression is:

Iðx; yÞ ¼ 1 DIðx; yÞ [ T
0 DIðx; yÞ � T

�
ð2Þ

In order to be able to identify the image contour clearly, it is necessary to define an
image as a structural element, select a binary image according to the defined
structural element, and use the most accurate positioning method for edge posi-
tioning [9].

2.2.2 Image Edge Tracking and Thinning
Image edge tracking and thinning is to process and extract the recognized image edge,
so as to obtain the edge with a width greater than 1 pixel. In order to track the image
edge accurately, the width needs to be set as 1 pixel. In order to solve the tracking
problem, it is necessary to find out the boundary pixels of the target image strictly in
order to record the corresponding coordinates. According to the edge width of 1 pixel
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standard, analyze the pixel positions in 8 different fields, and accurately track the
direction and offset of the pixel [10–13].

The specific tracking process is as follows:

(1) Scan the top left part of the panoramic image from left to right [14–16], from top to
bottom to obtain the first edge point j of the target image, whose expression is:

j ¼ min j=dðIi; Iðx; yÞÞf g � h1 ð3Þ

Where, h1 represents the maximum distance threshold between two pixel points in
the video image of the subsequent frame; Ii represents the non-zero pixel in the
video image, and d represents the spatial dimension.

(2) Assuming that the initial search direction is the lower left corner, this point is taken
as the pixel boundary point Imean, and then the coordinates of the boundary point
are recorded, set as the background color, and marked as the current coordinates,
whose expression is:

VR ¼
X

m
i¼1ðIi � ImeanÞ2j ð4Þ

(3) Turn the lower left corner of the search direction 90° clockwise to find the sub-
sequent edge points; if the search fails, turn the original search direction 45°
counterclockwise to find the subsequent edge points; if no new edge points appear,
then there is no new edge point in the range [17].

(4) Repeat until the background color of the entire panoramic image is set.

2.2.3 Automatic Generation
The image information used in the seamless and fast generation system of panoramic
image based on VR technology must be real-time. Its structure is that the boundary
pixel information recorded is:

typedef struct TEdgePoint{
short int X; //Row of image pixels

short int Y; //Column of image pixels
short int Type; //Boundary point species;
};

；

；

For the boundary sampling point, the image edge samples are collected mainly
according to the set working time. A seamless and fast panoramic image generation
system is designed by processing image information according to schematic diagram.
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3 Experiment

In order to verify the rationality of the design of the seamless and rapid panoramic
image generation system based on VR technology, the dynamic data of a city’s
financial trading company is taken as an example.

3.1 Experimental Environment and Parameter Setting

The specific parameter settings are shown in Table 1.

3.2 Experimental Condition Setting

Set up several employees of financial trading company to upload data at the same time
and record the speed change in time, as shown in Table 2.

From Table 2, it can be seen that the automatic generation speed of the system
when one company’s employees upload data is not much different from that when five,
10, 20 and 50 employees upload data.

3.3 Experimental Results and Analysis

Based on the parameter setting in Table 1 and the change of generation speed in
Table 2, the system designed based on VR technology is compared with the seamless

Table 1. Parameter settings

Parameter Numerical value

Data acquisition floating range −20–35 dB
Maximum number of overlaps 100 dB
Data collection channel 10 species
Computer data processing power 140 Hz
Image resolution ratio 18 bits
Computer image display resolution 15 bits

Table 2. Changes in the rate of generation

Number of uploads Generation speed (KB/s)

1 656.22
5 655.13
10 705.12
20 712.16
50 732.13
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and fast generation speed of panoramic image of traditional system, and the specific
comparison is as follows.

3.3.1 Co Channel Interference
The same frequency interference refers to the overlapping part of different monitors,
and its field strength is the sum of the signal field strength from each monitor. Because
of the different signal propagation path, propagation medium and transmission
equipment, the signal sent by each monitor is not consistent with the theoretical signal
time. It shows that there is delay error between each signal, and then the relative phase
difference of each signal is produced. Because of the phase difference, the signals in
each overlapping area are interfered by the same frequency, which directly affects the
normal monitoring of the system. The system designed with VR technology will not be
affected by the same frequency interference, while the traditional system will be
affected by the same frequency interference, resulting in poor generation effect. In order
to verify this point, the two systems are compared, and the results are shown in Fig. 2.

It can be seen from Fig. 2 that when the intensity of the same frequency interfer-
ence signal is 50 Hz, the generation effect of the traditional system is 78%, and the
generation effect of the system designed based on VR technology is 82%; When the
same frequency interference signal strength is 100 Hz, the traditional system genera-
tion effect is 70%, and the system generation effect based on VR technology is 81%;
When the same frequency interference signal strength is 150 Hz, the traditional system
generation effect is 59%, and the system generation effect based on VR technology is
80%; When the same frequency interference signal strength is 200 Hz, the traditional
system generation effect is 59%, and the system generation effect based on VR tech-
nology is 90%; When the same frequency interference signal strength is 250 Hz, the
traditional system generation effect is 54%, and the system generation effect based on
VR technology is 79%; When the same frequency interference signal strength is

Fig. 2. Comparison of the generation effects of the two systems under the same frequency
interference
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300 Hz, the traditional system generation effect is 39%, and the system generation
effect based on VR technology is 81%. According to the comparison results, under the
same frequency interference, the generation effect of the system designed based on VR
technology is better than that of the traditional system.

3.3.2 The Influence of Human Factors
In order to illustrate that the system designed based on VR technology has better effect
on panoramic image generation than the traditional system, the two systems need to be
compared and analyzed, and the results are shown in Fig. 3.

It can be seen from Fig. 3 that the initial generation effect of the two systems is
60%, when the number of experiments is 1, the generation effect of the traditional
system is 58%, and the generation effect of the seamless generation system designed
based on VR technology is 63%; When the number of experiments is 2, the generation
effect of traditional system is 50%, and the generation effect of seamless generation
system based on VR technology is 70%; When the number of experiments is 3, the
generation effect of traditional system is 38%, and the generation effect of seamless
generation system based on VR technology is 72%; When the number of experiments
is 4, the generation effect of traditional system is 30%, and the generation effect of
seamless generation system based on VR technology is 80%; When the number of
experiments is 5, the generation effect of traditional system is 21%, and the generation
effect of seamless generation system based on VR technology is 82%; When the
number of experiments is 6, the generation effect of traditional system is 10%, and the
generation effect of seamless generation system based on VR technology is 89%. The
results show that under the influence of human factors, the system generation effect
based on virtual reality technology is better than the traditional system generation
effect.

The system of 
VR technology 

design

Fig. 3. Path identification of different methods
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3.3.3 Calculation Complexity
In order to further verify the effectiveness of the system in this paper, take the cal-
culation time of the algorithm as the experimental index, and compare the calculation
complexity of the system in this paper and the traditional system. The comparison
results are shown in Fig. 4.

According to Fig. 4, when the number of experiments is 50, the algorithm calcu-
lation time of this system presents a stable state, when the number of experiments is 70,
the calculation time is 16S; while the algorithm calculation time of the traditional
method shows an upward trend, when the number of experiments is 70, the calculation
time is 180 s. The algorithm calculation time of this system is shorter than that of the
traditional system, which shows the calculation time of this system The computational
complexity is low.

3.4 Experimental Conclusion

According to the above experimental contents, the experimental conclusion can be
drawn:

① Same frequency interference: when the same frequency interference signal
strength is 50 Hz, the system generation effect designed based on VR technology
is 4% higher than that of traditional system; when the same frequency interference
signal strength is 100 Hz, the system generation effect designed based on VR
technology is 11% higher than that of traditional system; when the same frequency
interference signal strength is 150 Hz, the system generation effect designed based
on VR technology is higher than that of traditional system When the same fre-
quency interference signal strength is 200 Hz, the generation effect of the system
designed based on VR technology is 31% higher than that of the traditional
system; when the same frequency interference signal strength is 250 Hz, the
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generation effect of the system designed based on VR technology is 25% higher
than that of the traditional system; when the same frequency interference signal
strength is 300 Hz, the generation effect of the system designed based on VR
technology is 25% higher than that of the traditional system The formation effect
is 42% higher. Therefore, under the same frequency interference, the system based
on VR technology has a better generation effect.

② Influence of human factors: when the number of experiments is 1, 2, 3, 4, 5 and 6
respectively, the generation effect of VR based system is 5%, 20%, 34%, 50%,
61%, 79% and 79% higher than that of traditional system. Therefore, under the
influence of human factors, the system based on VR technology is better.

③ Calculation complexity: when the number of experiments is 70, the calculation
time of the algorithm of system application designed based on VR technology is
16S, while that of traditional system application is 180 s. Therefore, the calcu-
lation complexity of the system in this paper is low and the calculation time is
short.

To sum up: Based on VR technology panoramic image seamless fast generation
system is reasonable.

4 Concluding Remarks

The seamless and fast generation system of panoramic image based on VR technology
is designed, but there is no deep research on other problems. Without a comprehensive
analysis on the image interface problem, the probability of interference cannot be
determined. Many methods are needed to solve the unknown parameters.

In the more complex network environment, in order to meet the flexibility and
reliability requirements of panoramic image automatic generation, it is necessary to use
more advanced control equipment to collect image data to ensure the research relia-
bility of the rapid generation system, so as to realize the seamless rapid generation
system of panoramic image widely used.
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Abstract. The existing technical means cannot effectively determine the neg-
ative impact of horizontal and vertical data behavioral risk on the return of
enterprise financing investment. In order to solve this problem, the behavior
characteristics of enterprise financing investment risk data were analyzed.
Through determining the subset of risk factors and selecting the redundancy
degree of SMT (Securities Margin Trading) index, the risk coefficient evaluation
of financing investment was completed. On this basis, through the calculation of
investment risk data time expenditure behavior and space expenditure behavior,
determine the constraints between various data behavior characteristics, com-
plete the enterprise financing investment risk data behavior characteristics
analysis. The results show that the negative influence of horizontal and vertical
data behavioral risk on enterprise financing investment is effectively restrained
after applying the new investment risk behavior analysis method.

Keywords: Enterprise financing � Investment risk � Data behavior
characteristics � Due to the subsets � Redundancy

1 Introduction

Enterprise financing refers to the process of financing with enterprises as the main body
to make the capital supply and demand between enterprises and their internal links
from unbalanced to balanced [1]. When the capital shortage, with the minimum cost to
raise the appropriate period, the appropriate amount of funds; When the capital surplus,
with the lowest risk, the appropriate period to put out, in order to obtain the maximum
return, so as to achieve the balance of capital supply and demand. Investment risk refers
to the loss or bankruptcy risk borne by the investment subject in future business and
financial activities, which is the main content of the prediction and analysis conducted
by the investment subject before the investment [2]. There are many major factors that
cause investment risks, such as changes in government policies, errors in management
measures, significant price increases or price drops of important materials that form
product costs, and sharp rise in borrowing rates. Investment risk is inevitable in the
process of investment, but it can be controlled by relevant means [3]. Specifically,
investment risk refers to the deviation between actual investment return and expected
return due to uncontrollable or random factors from the beginning of investment
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decision to the end of the investment period. The deviation between actual investment
return and expected return is both higher than the latter and lower than the latter. In
other words, both the possibility of suffering economic losses and the possibility of
gaining additional gains are the manifestation of the form of investment risk [4].

Existing technical means measure the risk coefficients in the financing investment
of enterprises by establishing a decision tree, and then introduce rigid financial indi-
cators to carry out in-depth planning on these risk coefficients, so as to achieve the
purpose of analyzing the behavioral characteristics of investment risk data [5]. How-
ever, with the progress of scientific and technological means, this method cannot
effectively determine the negative impact of horizontal and vertical data behavioral risk
on enterprise financing investment, which brings great limitations to the long-term
development of enterprises. To avoid the occurrence of the above situation, while
keeping the existing research methods on the basis of the application advantages,
through the selection of investment risk evaluation index redundancy, conditionality,
behavior characteristics on corporate financing and investment risks, analyzing data
behavior characteristics and, by means of comparative experiments show that the new
methods for analysis of practical value.

2 Evaluation of Risk Factor of Financing Investment

The risk coefficient evaluation of financing investment includes two key links: deter-
mining the subset of risk factors and selecting the redundancy of SMT index. The
specific operation method can be carried out as follows.

2.1 The Determination of the Subset of Enterprise Financing Investment
Risk

The subset of traditional investment risk assessment is excessively dependent on
financial indicator factors, and quantitative factors account for too much. For the new
enterprise financing investment risk subset, we need to optimize and perfect the tra-
ditional subset [6]. The selection of risk factors for financing investment of enterprises
should be more dynamic and complicated, and should also be integrated into the
characteristics of enterprises themselves [7]. If the selected indicators are not appro-
priate, the investment loss of enterprises will be caused, so each factor must be care-
fully screened. The subset of risk factors meeting the standard should meet the
requirements of representativeness, feasibility and comprehensiveness [8]. Therefore,
selecting investment risk factors with strong theoretical support can not only improve
the financing level of enterprises to a certain extent, but also promote the qualitative
development of enterprise credit factors [9]. The specific determination method of risk
factors subset of enterprise financing investment is shown in formula (1).

Q ¼
Xu
i¼1

ðx1;2;3;...;n � Ew
P
Þ ð1Þ
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Among them, Q represents the subset of enterprise financing investment risk fac-
tors, i represents the lower limit of enterprise financing quality, u represents the upper
limit of enterprise financing quality, x represents the financial index factor, n represents
the position of quantitative factor, E represents the enterprise credit factor, w represents
the factor analysis accuracy, and P represents the theoretical constant term coefficient
of the index.

2.2 Selection of Redundancy of SMT Evaluation Index

The redundancy of SMT evaluation index refers to the extra spare parameter to ensure
the successful completion of the financing investment task [10]. SMT evaluation index
redundancy factor refers to the factor that can express the index redundancy. When the
redundancy factor increases with the total amount of risk data, the redundancy of SMT
evaluation index can be expressed as follows:

R1 ¼ 1
Qj j

XU
d¼1

Idt ð2Þ

Among them, d represents the lower limit of information, U represents the natural
number set, Id represents the upper limit of enterprise financing investment task, and t
represents the implementation time of investment. The lower limit of information
determines the upper limit of financing and investment tasks, and it will affect the
implementation time of investment. When the redundancy factor decreases with the
increase of total risk data, the redundancy of SMT evaluation index can be expressed as
follows:

R2 ¼ Qj jffiffiffiffiffiffiffiffiffiffiffiffiPU
d¼1

Idt

s ð3Þ

3 Analysis of Data Behavior Characteristics Based on Risk
Factor Assessment

On the basis of enterprise financing investment risk coefficient evaluation, data time
expense behavior, data space expense behavior and other steps are determined to
complete the analysis of enterprise financing investment risk data behavior character-
istics based on risk coefficient evaluation [11].

3.1 Time Cost

Time cost refers to the measurement of enterprise financing investment risk factor in
unit time. The time cost can be analyzed from the perspectives of underlying com-
munication and investment result invocation, among which the most basic is the
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transmission cost of investment data [12, 13]. For enterprises with the most basic
financing investment ability, the risk data delay is constant, and in terms of time
structure, one data transmission can only realize one pair of minimum data transmis-
sion. The specific transmission mode is shown in Fig. 1.

According to Fig. 1, during the transmission of enterprise financing investment risk
data [14], the transmission delay is not only constant but also equal to the access time
of Shared data. If a represents the transmission delay, the time consumption behavior of
enterprise financing investment risk data can be expressed as:

K ¼ ðR1 þR2Þ
a
Qa¼1

kf
ð4Þ

Where, K represents the time expense behavior of enterprise financing investment
risk data, a represents investment result call constant, k represents data transmission
expense, and f represents the limit of enterprise basic financing investment ability.

3.2 Data Space Overhead Behavior

The cost of data space mainly comes from the risk factor of financing investment and
investment consistency agreement [15, 16]. In addition, there is the risk of data transfer
communication buffer overhead, maintenance of consistent investment results, and so
on. According to the above knowable, in corporate finance investment risk under the
condition of constant coefficient evaluation result, the data of time overhead trans-
mission result and there is a proportional relationship between transmission delay, and
in most cases, the specific value can be Shared by calculation time delay of the data
access time way, this is also the result data timing is always the main reason for stable
[17]. On this basis, let f represent the communication buffer of venture capital data
transmission, and formula (4) can express the space expenditure behavior of enterprise
financing investment risk data as follows:

G ¼ logðR1 þR2Þ f � l2
Mc

�����
����� ð5Þ

Time data 
node

Risk time data 
platform

Risk time data 
platform

Time data 
node

Investment risk assessment time

Fig. 1. Detailed diagram of transmission mode of time consuming behavior
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Among them, G represents the spatial expenditure behavior of enterprise financing
investment risk data, l represents the consistent financing investment result, M repre-
sents the buffer coefficient of investment risk data [18], and c represents the constant
communication buffer time.

3.3 Determination of Constraints Between Behavioral Characteristics

On the premise of the existence of investment risk coefficient, behavior characteristics
of enterprise financing investment risk data are the main indicators to describe whether
the investment results are feasible [19]. When the data time consumption behavior
shows a gradually rising trend under the influence of risk delay, the data transmission
communication buffer of venture capital will also increase, and the increase of data
space expenditure behavior becomes an inevitable trend [20]. This is the result of the
change of all indexes caused by the change of one physical quantity, which is called the
restriction between the behavior characteristics of enterprise financing investment risk
data. Let v represent the synchronization index between time expenditure behavior and
space expenditure behavior. With the support of formula (4) and formula (5), the
restriction relationship between behavior characteristics of enterprise financing
investment risk data can be expressed as:

C ¼
Z K!1

G¼1
v � ðzþ sÞ2 ð6Þ

Where, C represents the restriction relationship between the behavior characteristics
of enterprise financing investment risk data, z represents the specific value of the initial
investment risk data behavior, and s represents the specific value of the last investment
risk data behavior.

On the basis of determining the constraints among various data behavior charac-
teristics, the behavior characteristics of enterprise financing investment risk data are
analyzed.

4 Experimental Results and Analysis

In order to verify the practical value of the behavior characteristic analysis method of
enterprise financing investment risk data designed in this paper, the following com-
parative experiment is designed. Taking a financing investment behavior of a certain
enterprise as the experimental object, the change of the negative impact of the data
behavior before and after the application of this method on the return of financing
investment of an enterprise was recorded during the 5-month experimental period.
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4.1 Horizontal Data Behavior on the Negative Impact of Enterprise
Investment Returns

The figure below shows the change in the degree of negative impact of horizontal data
behavior on enterprise investment returns during the 5 months of the experiment.

Analysis Fig. 2 shows that with the increase of experimental time, application of
new type of enterprise financing risk investment behavior characteristics data analysis
method, the horizontal data behavior the negative effect on the enterprise investment
income presents the tendency of rising and falling appear alternately, test time between
3 months to 4 months, the transverse data behavior of negative impact of enterprise
investment income reached a maximum of 45.37%; Application of the new corporate
finance investment risk behavior data analysis method, the horizontal data behavior the
negative effect on the enterprise investment income also shows the tendency of rising
and falling appear alternately, test time to three months when lateral data behavior on
negative impact of enterprise investment income reached a maximum of 33.68%, far
lower than that before using this method.

4.2 Comparison of Negative Impact of Longitudinal Data Behavior
on Enterprise Investment Returns

The figure below shows the change in the degree of negative impact of longitudinal
data behavior on the investment returns of enterprises during the 5-month experiment
period.

First
month

Second
months

Third
months

Fourth
months

Fifth
months

Experimental
time/(month)

The degree of negative 
impact/(%)

45.37

33.68

Pre application

After application

Fig. 2. Contrast chart of negative impact of horizontal data behavior on enterprise investment
returns
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Analysis Fig. 3 shows that with the increase of experimental time, application of
new type of enterprise financing risk investment behavior characteristics data analysis
method, the longitudinal data behavior the negative effect on the enterprise investment
income is gradually rising trend, the experiment time between 3 months to 4 months,
the longitudinal data behavior of negative impact of enterprise investment income
reached a maximum of 56.12%; Application of the new corporate finance investment
risk behavior data analysis method, the longitudinal data behavior the negative effect
on the enterprise investment income appear alternately trend of rise and fall, the time
between 3 months to 4 months, the longitudinal data behavior of negative impact of
enterprise investment income reached a maximum of 37.24%, far lower than that
before using this method.

4.3 Comparison of Analysis Accuracy of Different Methods

In order to further verify the advantages of this method, this method and traditional
methods are used to analyze the behavioral characteristics of enterprise financing
investment risk data and compare the accuracy of different methods. The experimental
results are shown in Fig. 4.

37.24

First
month

Second
months

Third
months

Fourth
months

Fifth
months

Experimental time/(month)

The degree of 
negative

impact/(%)

Pre application

After application

56.12

Fig. 3. Comparison chart of negative impact of longitudinal data behavior on enterprise
investment returns
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It can be seen from the analysis above that the analysis accuracy of the traditional
method is between 61% and 70%, while the analysis accuracy of this method is always
higher than 96%, far higher than the traditional method, so this method can realize the
accurate analysis of enterprise financing risk. The main reason is that the method of this
paper selects the redundancy of the index of securities margin trading and completes
the evaluation of the risk coefficient of financing and investment by determining the
subset of risk factors. On this basis, by calculating the time expenditure behavior and
space expenditure behavior of investment risk data, the constraint relationship between
various data behavior characteristics is determined. Through horizontal and vertical
data behavior risk, the behavior characteristics of enterprise financing investment risk
data are analyzed. Therefore, this method has high analysis accuracy.

4.4 Time Cost Comparison of Different Methods

On the basis of the above experiments, this paper uses the methods in this paper and
traditional methods to analyze the behavioral characteristics of enterprise financing
investment risk data, and compares the time cost of different methods. The experi-
mental results are shown in Fig. 5.
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Fig. 4. Comparison of analysis accuracy of different methods
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According to the analysis of Fig. 5, the time cost by traditional methods in ana-
lyzing the behavioral characteristics of enterprise financing investment risk data varies
from 6.5 s to 8.8 s. The time cost by this method in analyzing the behavioral char-
acteristics of enterprise financing investment risk data is always less than 1.5 s, which
is far lower than that of traditional methods. It shows that this method can complete the
behavioral analysis of enterprise financing investment risk data in a short time Feature
analysis.

5 Conclusion

Although there are many studies on the risk of enterprise financing investment, the
conclusions are often different and even contradictory. Due to the complexity of the
problem, it is difficult to extract the behavior characteristics of enterprise financing
investment risk data. Driven by interest and risk management, group companies and
multinational companies often operate multiple projects at the same time. On the one
hand, operators need to carry out effective investment and financing management of
these projects; on the other hand, investors also need to understand the management
level and moral hazard status of operators. Therefore, this paper analyzes and studies the
behavioral characteristics of enterprise financing investment risk data. Under the
influence of behavioral risks of horizontal and vertical data, the return of financing
investment of enterprises will show a trend of gradual decline. In order to fully enhance
the economic value of enterprises and reduce the risk offinancing investment, this paper
analyzes the behavior characteristics of enterprise financing investment risk data by
determining the subset of risk factors. The comparison of experimental data shows that
the influence of horizontal and vertical data behavioral risk on the return of enterprise
financing investment is effectively controlled after the application of the new method for
analyzing the behavioral characteristics of enterprise financing investment risk.
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Abstract. In order to improve the sharing ability of network database in the
visual environment of learning behavior big data, a design method of network
database sharing platform based on big data visual analysis of learning behavior
is proposed. The piecewise linear coding method is used to collect the charac-
teristics of the network database in the visual environment of learning behavior.
The characteristics of association rules of network database shared resources in
big data visual environment are extracted, the optimal structure of network
database shared resources is reorganized by adaptive spatial resource reorga-
nization method, the optimal storage spatial distribution model of network
database shared resources is established, and the statistical analysis method is
used to search the association of network database shared resources in big data
visual environment. The feature quantity of association rules of network data-
base sharing resources is extracted, and security sharing of network database
sharing resources is carried out according to the clustering of feature quantity.
The network database sharing platform is designed in embedding ARM envi-
ronment. The simulation results show that this method has good adaptability and
security, and improves the level of resource sharing.

Keywords: Learning behavior � Big data � Visualization � Network database �
Shared platform

1 Introduction

With the development of information security construction, under the visual environ-
ment of learning behavior big data, it is necessary to construct the security sharing
model of network database shared resources, combined with the distributed storage
structure and characteristic distribution of network database shared resources, to
optimize the scheduling and sharing of network database shared resources under big
data visual environment. To improve the ability of optimal storage and distributed
scheduling of shared resources in network database [1]. Under the condition of
information construction, through the establishment of network database sharing in big
data visual environment of learning behavior, the optimal management and retrieval
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ability of shared resources in a network database can be improved. With the integration
technology of mobile terminal and big data, the information sharing design of network
database sharing resources under big data visualization environment of learning
behavior is carried out, and the retrieval and information management level of network
database sharing resources under big data visualization environment of learning
behavior is improved. Optimal storage design of resources is carried out, and the
statistical analysis method and adaptive information retrieval method are used to
improve the optimal scheduling ability of shared resources in network databases. It is
of great significance to study the related resource sharing scheduling methods in the
optimal management of shared resources in network databases [2].

Traditionally, sharing scheduling methods of network database under the visual
environment of learning behavior big data mainly include fuzzy information clustering
method, statistical analysis method, association rule scheduling method and so on [3].
Shared resource management and allocation model of network database under the
visual environment of learning behavior big data is established, and the adaptive
allocation and optimal scheduling of resource information are carried out in combi-
nation with association rule mining violation. To improve the ability of big data feature
collection and optimal allocation of network database under big data visual environ-
ment of learning behavior. In reference [4], a sharing scheduling method of network
database under big data visualization environment of learning behavior based on fuzzy
statistical analysis is proposed. Combined with quantitative evaluation model, it is
possible to mine the information of shared resources of network database under the
visual environment of learning behavior. The fuzzy clustering method is used to
classify and identify the shared resources of network database in big data visual
environment, but the computational overhead of this method is large and the adapt-
ability of this method is not good. In reference [5], a resource security sharing method
based on directed graph analysis is proposed, and the spatial information sampling
technology is combined to optimize the collection and scheduling of resources, but the
anti-interference of this method is not good [6].

In view of the above problems, the present invention provides a method for sharing
a network database in a big data visualization environment based on big data visual-
ization analysis of learning behavior. The method includes the following steps:

1. Extracting the feature quantity of the association rule of the shared resource. Using
fuzzy comprehensive clustering method, combined with learning behavior, the
information clustering processing of network database shared resources are per-
formed. Establish a big data feature acquisition model based on the statistical
feature distribution set of shared resources to obtain feature quantity.

2. Optimize the storage structure of the database. Through the related statistical
analysis method, the similarity of network database sharing is determined, and the
semantic ontology feature set of shared resources is obtained. The fuzzy C-means
clustering method is used to construct the user perception model, and the database
distribution structure method is used to realize the network database sharing.

3. Optimized structural reorganization of the network database shared resources.
4. Using the auto-correlation feature matching method, based on the distribution of

storage nodes, under the big data visualization environment of learning behaviors,
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quantitative assessment of the network database shared resources is performed to
realize the reorganization of network database shared resources.

5. Feature extraction and secure sharing. Combining oriented clustering is performed
for database resource retrieval. By statistical analysis, the feature quantity is sear-
ched by correlation. According to the clustering of feature quantity, secure sharing
of network database shared resources.

By building a network database sharing platform, it not only effectively integrates
decentralized and different standards of network data information, but also systematizes
network data, improves the management level of network data information, and opti-
mizes the management model of data information. Development to create a healthy
environment for sustainable development

2 Feature Acquisition and Optimization of Storage Structure
of Big Data in Network Database

2.1 Feature Collections of Big Data in Network Database

In order to realize the network database sharing under the visual environment of
learning behavior big data, it is necessary to construct the optimal storage model of
network database sharing resources under the visual environment of learning behavior
big data. Combined with the spatial information sampling method, the network data-
base sharing design under the visual environment of learning behavior big data is
carried out, and the resource access is realized from the user interface. The replica
manager is used to process the network database sharing, resource scheduling and
replica correlation fusion in big data visual environment, and the collection and
information scheduling model of network database sharing resources in big data visual
environment is obtained [7].

According to the semantic feature distribution set of the shared resource of the
network database under the large data visualization environment of the learning
behavior, the judgment criteria for determining the intelligent sharing and scheduling of
the shared resource of the network database under the large data visualization envi-
ronment of the learning behavior [8] are as follows:

S(i,j) ¼
P

u2Uij
ðVu;i � 3ÞðVu;j � 3ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

u2Uij
ðVu;i � V:iÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2Uij

ðVu;j � V:jÞ2
q ð1Þ

The network database sharing resource pool fusion processing is carried out in
combination with the characteristic distribution perceived by the user, and the infor-
mation clustering processing of the shared resource of the network database under the
large data visualization environment of the learning behavior is carried out in combi-
nation with the fuzzy comprehensive clustering method [9], the method comprises the
following steps of: performing a user-aware network database large-data feature
association rule feature quantity in a clustering center as follows:
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Vu;i ¼ D�
i

Dþ
i þD�

i
; V:j ¼ Rþ

i

Rþ
i þR�

i
ð2Þ

Constructing a self-adaptive fusion cluster analysis model of a network database
shared resource in a large data visualization environment of a learning behavior [10],
the invention realizes the reconstruction of the fuzzy index set of the shared resource of
the network database under the large data visualization environment of the learning
behavior, and obtains the fuzzy output set of the network database shared resource
fusion scheduling as the Ek 2 E k ¼ 1; 2; . . . ; tð Þ, The integration model of the
intelligent sharing of the large data features of the user-aware network database under
the large data visualization environment of the learning behavior is
Pi 2 P i ¼ 1; 2; . . . ; mð Þ, and the statistical analysis and the quantitative regression
analysis method [11] are adopted, the method comprises the following steps of: cal-
culating a text feature vector vi and a vi ¼ ððw1; t1Þ; ðw2; t2Þ; . . . ðwj; tjÞÞ of a large-
data feature library of a user-aware network database in a large-data visualization
environment of a learning behavior, and adopting a decision similarity (correlation)
analysis [12] method to obtain a fuzzy set of the network database shared resource
acquisition:

V ¼ fvij i ¼ 1; 2; � � � ; c; j ¼ 1; 2; � � � ; sj g ð3Þ

In which, Vi is a statistical characteristic distribution set of a network database
shared resource in a large-data visualization environment of learning behavior, and
based on the analysis, a large-data characteristic acquisition model of a network
database is established, and a fusion cluster analysis is carried out according to the
information acquisition result so as to improve the resource sharing level [13].

2.2 Database-Optimized Storage Structure

Combined with feature mining method, the database distribution structure of user-
aware network is reorganized. Assuming that user-aware network dataset X = {x1, x2,
…, xn}, n is the number of dataset X in big data visual environment. The formula for
intelligent sharing of shared resources in a network database under big data visual-
ization environment is obtained.

Ui;j tð Þ ¼ exp �b zi tð Þ � zj tð Þ
� �2h i

ð4Þ

By using the correlation statistical analysis method, the similarity of network
database sharing under the big data visualization environment of learning behavior is
obtained as follows:

Si;j tð Þ ¼ pi;j tð Þ � spi;j tð Þ
pi;j tð Þ ð5Þ
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In which: pi;jðtÞ is the fuzzy correlation feature distribution set shared by the
network database, and DpðtÞ is the fuzzy decision increment value [14] shared by the
network database. The invention relates to a fuzzy degree characteristic distribution set
of a network database shared resource in a large data visualization environment of a
learning behavior by using a 4-tuple Ei; Ej; d; t

� �
, wherein the Ei, Ej are the statistic

feature quantity and the correlation rule feature quantity, and a distributed sensing and
fusion method is adopted, the feature reconstruction of the shared resource of the
network database is carried out [15], and the semantic ontology feature set of the shared
resource of the network database under the large data visualization environment of the
learning behavior is extracted to be as follows:

TFðt; ciÞ ¼ PðtjciÞP
j!n

PðtjjciÞ ð6Þ

Wherein, t is the statistical characteristic quantity of the shared resources of the
network database, and the multiple regression distribution model of the fusion and
sharing of the shared resources of the network database under the visual environment of
the learning behavior of big data is expressed as follows:

lik ¼ 1=
Xc

j¼1

ðdik=djkÞ
2

m�1 ð7Þ

Vi ¼
Xm
k¼1

ðlikÞmxk=
Xn
k¼1

ðlikÞm ð8Þ

The fuzzy C-means clustering method is used to construct a user-aware model in a
large-data visualization environment of learning behavior, and a resource structure
recombination method is combined to realize the sharing of the network database, and
the characteristic cluster analysis is realized in the fuzzy center C Yð Þ, and the resource
security sharing level is improved [16].

3 Network Database Sharing and Optimization

3.1 Optimized Structural Reorganizations of the Network Database
Sharing Resource

on the basis of the analysis of the large data characteristic acquisition and the infor-
mation storage structure of the network database under the large data visualization
environment of the learning behavior by adopting the segmented linear coding method,
the optimization design of the network database sharing is carried out, In this paper, a
method of network database sharing based on learning behavior and large data visu-
alization analysis is presented in this paper [17]. The difference fusion feature quantity
of the network database sharing under the large-data visualization environment of
learning behavior is expressed as follows:
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JmðU; VÞ ¼
Xn
k¼1

Xc

i¼1

lmikðdikÞ2 ð9Þ

The method of autocorrelation feature matching is used to quantitatively evaluate
the shared resources of network database in big data visual environment of learning
behavior. The distribution incremental structure of shared resources of network data-
base in big data visual environment of learning behavior is expressed as a dimension
vector [18], and the optimal migration model of shared resources of network database
is described as follows:

pðekjvkÞ � tðvk þ deÞðuejv;k; RejvkÞ ð10Þ

The quantitative evaluation node distribution structure of shared resources in
learning behavior big data visualization environment is constructed by using directed
graph model, and the optimal storage space distribution model of network database
shared resources is established as:

minðf Þ ¼
Xm
i¼1

Xn
j¼1

CijXij ð11Þ

s:t

Pm
j¼1

Xij ¼ ai; i ¼ 1; 2 . . .m

Pm
i¼1

Xij ¼ bi; j ¼ 1; 2 . . . n

Xij � 0; i ¼ 1; 2 . . .m; j ¼ 1; 2 . . . n

8>>>><
>>>>:

ð12Þ

According to the distribution of the storage nodes, carrying out a quantitative
evaluation on the shared resources of the network database under the large data
visualization environment of the learning behavior, and realizing the structure
recombination of the shared resource of the network database [19].

3.2 Implementation of Feature Extraction and Security Sharing

The statistical analysis method is used to search the shared resources of the network
database under the visual environment of big data. The interference signal-to-noise
ratio (SNR) of the distributed environment of the shared resources of the network
database under the visual environment of big data is defined as follows:

SNKRi ¼ ð3=2Þ r4=c�� ��kSNR2
i ð13Þ

The distributed link fusion set of database resource retrieval is constructed, com-
bined with association rule mining and fuzzy C-means clustering method, the feature
directional clustering of database resource retrieval is carried out, and the clustering
function is obtained as follows:
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JmðU;VÞ ¼
Xn
k¼1

Xc

i¼1

lmikðdikÞ2xi ¼ ximin þ cxi � ximax � ximinð Þ ð14Þ

The self-adaptive optimization method is adopted to realize the user-aware network
under the large-data visualization environment of learning behavior, and the optimized
solution is obtained:

Xc

i¼1

lik ¼ 1; k ¼ 1; 2; . . . ; n ð15Þ

Under the visual environment of learning behavior big data, the output of network
database sharing is as follows:

xn;G ¼ xn;G þ Dxi ð16Þ

in a comprehensive analysis, an association search of a shared resource of a network
database in a large data visualization environment of a learning behavior is carried out
by adopting a statistical analysis method, an association rule feature quantity of a
shared resource of a network database is extracted [20]. According to the clustering of
the feature quantity, security sharing of the shared resources of the network database is
carried out, the overall implementation process is shown in Fig. 1.

Database

Data screening Data
preprocessing

Mining data 
output

Reorganize database 
storage structure 

Whether or not it 
conforms to the model

Y

N

Shared output

Start

End

Fig. 1. Implementation flow of network database sharing in big data visual environment of
learning behavior
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4 Simulation Experiment and Result Analysis

In order to verify the application performance of this method in realizing the visual
environment of learning behavior big data, the simulation experiment is carried out
with Matlab. The length of information retrieval of network database shared resources
using MySQL, is set to 2000, the distribution coefficient of information entropy is 0.46,
the coefficient of association rules is 0.89, and the fuzzy membership parameter is set to
1.5, the length of information retrieval of shared resources of network database is set to
2000, the distribution coefficient of information entropy is 0.46, the coefficient of
association rules is 0.89, and the fuzzy membership parameter is 1.5. According to the
above parameters, the APP login interface of the network database sharing platform is
shown in Fig. 2.

Combining association rule mining and fuzzy C-means clustering method, direc-
tional clustering of retrieval features and big data analysis was performed, and the
results of big data visualization analysis were obtained, as showed in Fig. 3.

In Fig. 3, the network sharing information nodes is densely distributed and show a
good sharing effect, which proves the effectiveness of the method in this paper. The
sampling interval of shared resources in the network database is 16 ms, and the carrier
frequency of network link transmission perceived by users in big data visual envi-
ronment is 50 kHz. Taking the above resource data set as the research object, the
resource sharing level is obtained as showed in Fig. 4.

The analysis in Fig. 4 shows that the level of resource sharing of the traditional
method is low, and the level of resource sharing of this method is higher than that of the
traditional method. Reduce the interference signal-to-noise of the distributed link

Fig. 2. APP login interface of network database sharing platform
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fusion set of resource retrieval and improve the order of the set. Database resource
retrieval feature-oriented clustering combining association rule mining and fuzzy C-
means clustering method improves the convergence of sets and increases the level of
resource sharing. Based on the above research, the sharing rate is tested and analyzed.
The results are shown in Fig. 5.

It can be seen from Fig. 5 that the information sharing rate of the method in this
paper is much higher than that of traditional methods, and the rate of change does not
increase with the number of iterations, while the ratio of the traditional method changes
with the number of iterations The amplitude is large, and the stability of the method is
poor. Because when extracting the feature quantity of the association rule of the shared
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resource, the comprehensive fuzzy clustering method is used to perform the clustering
process, so that the similar and detailed information is gathered, and the information
sharing ratio is improved. Under the analysis of the analysis rate, the accuracy of the
information is compared to determine the superiority of the method in this paper. It has
an improved level of information sharing.

It can be seen from Table 1 that the accuracy of the two traditional methods is low,
and the accuracy changes greatly as the number of iterations increases. However, the
accuracy of the methods in this paper is higher than that of traditional methods, and the
increase of the number of iterations, the accuracy changes less, and it shows stability.
Because the method in this paper uses the auto-correlation feature matching method,
based on the distribution of storage nodes, the network database shared resources are
quantitatively evaluated to obtain the optimal migration model of shared resources. The
model optimizes the distribution of storage nodes and improves the accuracy of
resource sharing.

Proposed method
Fuzzy cluster
PSO

Fig. 5. Information sharing rate

Table 1. Precision comparison

Iterations Proposed method Fuzzy cluster PSO

100 0.943 0.864 0.917
300 0.995 0.912 0.929
500 0.999 0.932 0.934
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5 Conclusions

In this paper, a design method of network database sharing platform based on big data
visual analysis of learning behavior is proposed. The piecewise linear coding method is
used to collect the characteristics of the network database in the visual environment of
learning behavior. The characteristics of association rules of network database shared
resources in big data visual environment are extracted, the optimal structure of network
database shared resources is reorganized by adaptive spatial resource reorganization
method, the optimal storage spatial distribution model of network database shared
resources is established, and the statistical analysis method is used to search the
association of network database shared resources in big data visual environment. The
feature quantity of association rules of network database sharing resources is extracted,
and security sharing of network database sharing resources is carried out according to
the clustering of feature quantity. The network database sharing platform is designed in
embedding ARM environment. The simulation results show that this method has good
adaptability and security, and the level of resource sharing is improved.

Fund Project. 2019 Guangdong Higher Education Teaching Reform Project “Research on
Network Database Learning Based on Learning Behavior Big Data Visualization”; 2019 Huali
College Guangdong University of Technology Project “Research on Network Database Learning
Based on Learning Behavior Big Data Visualization” (GGDHLYJZ[2019]No.32).
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Abstract. In order to improve the security of the distributed optical fiber
sensing network, the self-adaptive detection of the fiber sensing network needs
to be carried out, and an overlap detection algorithm under the APT attack of the
distributed optical fiber sensing network based on the spectral characteristic
component and the big data analysis is proposed. the large data sampling model
of the network APT attack is constructed, the attack characteristics and the
related properties of the distributed optical fiber sensing network virus are
simulated by adopting the spectrum correlation characteristic detection and the
large-data quantization characteristic coding, and the large-data fusion and
feature extraction of the APT attack information are realized, the output
abnormal characteristic detection of the distributed optical fiber sensing network
is carried out through the feature extraction result, a distributed optical fiber
sensing network intrusion large data statistical analysis model is constructed,
and a narrow-band signal spectrum offset correction method is adopted, And
calculating the connection probability density and the individual infection
probability of the APT attack node, and improving the detection capability of
the network APT attack. The simulation results show that the algorithm can
effectively implement the network APT attack detection, improve the security
detection capability of the network APT attack, and has a good network security
protection capability.

Keywords: Big data analysis � Network � APT � Attack detection � Sensing
network

1 Introduction

With the development and popularization of the network technology, the network
security is becoming more and more concerned. The Internet has the characteristics of
openness, no competence and non-security, and the network attack network virus is on
the rise of the number and the degree of harm [1]. The present situation of network
security is worrying due to the direction and non-regularity of the virus and the
invisibility. according to the results of the American VIRUS official statistics, the
average global average of 30 million computers has been attacked by various viruses,
and the detection of network attack is an important means to protect the security of the
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computer system, and how to establish a high-efficiency network APT attack detection
method, It is a focus of many experts in this field [2]. At present, the new type of
network virus’s invasion and propagation is carried out in a normal way for continuous
attack. It is difficult to detect, and it is necessary to effectively detect the APT attack. It
is of great significance to study the detection algorithm of distributed optical fiber
sensing network virus under continuous attack [3].

The aggressive behavior of the network virus is a distributed optical fiber sensing
network APT attack signal in the data of the computer network, and the intrusion attack
is carried out on the network user in the form of data information. The traditional
method is difficult to realize the effective detection, and the main detection method is
based on the detection method of the ant colony algorithm, the detection method based
on the immune genetic algorithm and the detection method based on the neural network
algorithm. Among them, the most common is the overlapping detection method of APT
attack based on the neural network algorithm [4]. Distributed optical fiber sensing
network APT attack detection algorithm with any large frequency, Which is suitable for
realizing large-frequency signal detection, but has limited detection performance for
multi-frequency network intrusion signals, high calculation complexity and difficulty in
implementation [5]. Interference attack location method is proposed to optimize the
state transition feature of the intrusion tolerant system, and the intrusion path of the
virus is analyzed and analyzed. The structure level characteristic decomposition of the
potential intrusion signal is realized, and a certain effect is obtained. However, the
algorithm cannot effectively realize the overlapping detection of the continuous attack
virus, and proposes an overlap detection algorithm under the APT attack of the dis-
tributed optical fiber sensing network based on the spectral characteristic component
and the big data analysis [6]. By the improved design of the algorithm, the test per-
formance of the network APT attack is improved, and the performance verification of
the simulation experiment shows its effectiveness.

2 APT Attack Model of Distributed Optical Fiber Sensing
Network

In order to extract the continuous attack signal model of virus, it is necessary to
construct the continuous attack model of distributed optical fiber sensor network virus,
design the virus state transition model of distributed optical fiber sensor network,
describe the virus system of distributed optical fiber sensor network as five states of
Markov chain HMM, and analyze the security attributes of intrusion tolerance system
[7]. Spectrum correlation feature detection and big data quantitative feature coding are
used to simulate the attack characteristics and related properties of distributed optical
fiber sensor network virus, and big data fusion and feature extraction of APT attack
information are realized. described by Langevin equation, the APT attack of distributed
optical fiber sensor network is a bistable nonlinear driving multi-frequency resonance
model, and the expression of Langevin equation is as follows:

Network APT Attack Detection Based on Big Data Analysis 339



dx
dt

¼ ax� bx2 þ s tð ÞþC tð Þ ð1Þ

In the formula, a, b is the system parameter. By adjusting the system parameters,
the interference noise can be described by mathematical model as follows:

f xð Þ ¼ sgn z
Xl1
i¼1

aþ
i yiKðxi; xÞþ

Xl2
i¼1

a�i yiK xi; xð Þþ b

( )
ð2Þ

In the process of APT attack in distributed optical fiber sensor network, assuming
that the amplitude of APT attack signal is A, the amplitude adjustment coefficient of
input signal is as follows:

xðtÞ ¼
Xp
i¼0

aðhiÞsiðtÞþ nðtÞ ð3Þ

Firstly, the local extreme point of the signal in the stochastic resonance system is
determined. In order to improve the detection performance of the continuous attack, the
APT attack behavior is transformed into a convex combinatorial optimization problem.
Using the wrapper feature selection model and the method of marking the average
value of the upper and lower envelope lines, the EMD difference component of the
APT attack signal is obtained by the nonlinear mapping function x1; y1ð Þ; x2; y2ð Þ; . . .f
xi; yið Þ; . . . xn; ynð Þg of the sample set u xð Þ:

�~u�ejv;k ¼ ~uejv;k þ hðxkÞ ð4Þ

The optimal classification hyperplane structure is carried out in the high dimen-
sional feature space:

f xð Þ ¼ w � u xð Þþ b ¼ 0 ð5Þ

In the formula, w represents a weight vector, and b represents a threshold value. In
order to minimize structural risk, the optimal classification plane should meet the
following constraints:

yi � w � u xið Þþ bð Þ� 1 ð6Þ

The label information of the APT attack file block and the file block is correlated to
the S-Table, a normal resonance function is introduced, the non-negative relaxation
variable ni is adopted to improve the classification SVM generalization ability of the
learning method, and each grid point can only be occupied by one virus intrusion
adsorption chain node, then the attack detection and optimization problem of the virus
under the continuous attack is changed to:
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min 1
2w � wþ c

Pn
i¼1

ni

s:t:yi w � xi þ bð Þ� 1� ni; ni � 0; i ¼ 1; 2; . . .; n
ð7Þ

In the formula, the artificial immune method is used to carry out the transmission
impedance and immunity of the virus [8], and the Lagrange multiplier is introduced to
transform the above optimization problem into dual form.

min
1
2

Xn
i;j¼1

aiajyiyj u xið Þ � u xj
� �� �þ Xn

i¼1

ai ð8Þ

At the same time, the following conditions need to be met:

Xn
i;j¼1

aiyi ¼ 0; c� ai � 0 ð9Þ

The algorithm calculation process is realized by MPI interface based on chain
growth. The APT attack model of distributed fiber sensing network is constructed. The
block diagram of model design is shown in Fig. 1.

3 Propagation Probability of APT Attack in Distributed
Optical Fiber Sensor Networks

The probability model of APT attack propagation in distributed optical fiber sensor
network is analyzed to realize the overlapping detection of continuous attack signals.
The APT attack of distributed optical fiber sensor network is connected to mobile

Internal storage function

Network security service

Security component library

Database

Reconstruction

Support

Fig. 1. APT attack detection model of distributed optical fiber sensing network
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devices through a single connected virus. The success of transmission is related to the
time of connection establishment and the propagation time of virus. The classification
attribute based on information entropy is used to describe the population size of virus
transmission [9]. The time-frequency analysis Viterbi algorithm is used to estimate the
instantaneous frequency under APT attack, which can expand the frequency of APT
attack on distributed optical fiber sensor network and reduce the attack efficiency. The
single frequency signal of continuous attack signal of distributed optical fiber sensor
network is described as follows:

sðtÞ ¼ aðtÞ cos/ðtÞ ð10Þ

Since the instantaneous frequency of the distributed optical fiber sensing network is
time-varying, the instantaneous spectrum corresponding to the instantaneous frequency
should be present, the time-frequency analysis Viterbi algorithm is adopted, the
average frequency of the continuous attack signal spectrum of the distributed optical
fiber sensing network virus is equal to the time average of the instantaneous frequency,
then:

f ðtÞ ¼ 1
2p

d
dt
½arg zðtÞ� ð11Þ

Thus, the average frequency of the instantaneous spectrum is the instantaneous
frequency, and the instantaneous frequency is the derivative of the phase of the ana-
lytical signal. Assuming that the time required for virus transmission is tvirus, the
probability of successful transmission of the virus is the probability that the connection
is established at tvirus or longer:

Ptvirus ¼ 1� Fv1
link tvirusð Þ ¼ 1

p b� að Þ
Z p

0

Z 2R
tvirus

0
v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� vtvirus

2R

� �2
r

g v;/; v1ð Þdvd/ ð12Þ

Many viruses are targeted only for specific vulnerabilities, such as for a particular
bluetooth version, a particular operating system’s vulnerable point, or even a particular
vendor’s device. Therefore, under the invasion of APT, the normal resonance of the
network is suppressed, the time-frequency characteristic of the non-stationary contin-
uous attack signal is extracted by using the time-frequency analysis method, the
instantaneous frequency is estimated, and the frequency expansion is realized [10, 11].
As shown in Fig. 2, a continuous attack model from A to B in the coverage of the virus
is obtained, as shown in Fig. 2, and is defined as a signal model and a propagation
probability model in the distributed fiber-sensing network APT attack by the time from
the node A to the node B through all the distances, And provides a signal basis for
realizing the APT attack detection.
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3.1 Improved Implementation of Detection Algorithm

The traditional detection method realizes the detection of the APT attack by using the
hierarchical detection algorithm of the interference attack positioning state transfer
feature extraction, and the algorithm does not adapt to the feature selection parameters
under the continuous attack, and the detection performance is not good. In this paper,
an overlapping detection algorithm based on a distributed optical fiber sensing network
(APT) attack based on spectral characteristic component and big data analysis is pre-
sented [12, 13]. On the basis of the above-mentioned APT attack signal design, it is
assumed that the amplitude of the continuous attack signal is A, and if the ck is a
fraction, the phase /ðtÞ is a non-uniform sample. the effect of the phase difference of
the sampling interval is different, where S is the time sampling step (corresponding to
Dt), and the spectrum characteristic of the narrow-band signal is as follows:

g v;/; v1ð Þ ¼ u h v;/;v1ð Þ�að Þ�u h v;/;v1ð Þ�bð Þ
h v;/;v1ð Þ

h v;/; v1ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 þ v12 þ 2vv1 cos/

p ð13Þ

Where the Fv1
link represents the accumulated time of the connection, v1 represents the

mobile speed of the node, the sg represents the relative movement speed of the node,
and the selection of the class 1 in the model may be a “Smartphone X ‘using the’
Bluetooth V2”. It is assumed that the virus is moving at a constant speed under a
continuous attack, then:

vaverage ¼ aþ b
2

ð14Þ

As a kind of narrowband signal, APT attack signal produces spectrum offset
through normal resonance. In this paper, the narrowband signal spectrum offset cor-
rection method is used to improve the detection performance, and the connection
probability of APT attack node and the infection rate of individual can be expressed as
a matrix [14–17]. Thus, the connection probability of the same class is allowed to be
different, and the maximum propagation probability is defined as:

Fig. 2. Attack node distribution range of distributed optical fiber sensor networks
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transrateMax ¼ 1
tvirus

ð15Þ

Therefore, the connection probability can be defined as:

Contactrate ¼ min noderate; transrateMaxf g ð16Þ

Finally, the dynamic system equation of the overlapping detection under the APT
attack of the distributed optical fiber sensing network based on the spectral charac-
teristic component and the big data analysis can be generalized as follows:

dSk tð Þ
dt

¼Ok tð Þ Pos1k þPos2kð Þþ Tk tð ÞPtsk � Sk tð ÞPspk

� Sk tð Þbak � Sk tð Þ buk tð Þ þ blk tð Þ
� �

� Sk tð Þ Pso1k þPso2kð Þ
ð17Þ

dEk tð Þ
dt

¼ Sk tð Þ buk tð Þ þ blk tð Þ
� �

þXk tð ÞPxek � Ek tð ÞPexk � Ek tð ÞPetk

� Ek tð Þ Pei1k þPei2kð Þ ð18Þ

dPk tð Þ
dt

¼ Tk tð ÞPtpk þ Sk tð ÞPspk ð19Þ

dTk tð Þ
dt

¼ Ik tð ÞPitk þEk tð ÞPetk � Tk tð ÞPtpk � Tk tð ÞPtsk � Tk tð Þ Pto1k þPto2kð Þ ð20Þ

Through the improved design of the above algorithm, the overlapping detection
algorithm under the APT attack of the distributed optical fiber sensing network based
on the frequency spectrum characteristic component and the big data analysis is real-
ized, and the next step is to perform the performance verification through the simu-
lation experiment [18–20].

4 Simulation Experiment and Result Analysis

In order to test the detection performance of this algorithm under APT attack on
distributed optical fiber sensor network, the virus database is DARPA database, which
is the real simulation and reproduction of distributed optical fiber sensing network data,
and contains a wealth of continuous attack signal types. The decision threshold
GT ¼ 20r2, adopts constant false alarm probability pf ¼ 0:1. With the collected net-
work continuous signal, the signal is preprocessed by noise reduction filter, and the
narrowband signal spectrum offset correction is used to detect and optimize the signal.
The distribution of big data of the network attack is shown in Fig. 3.
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The gain node tree with self-interference channel is set as L = 2, N = 4. For the
convenience of calculation, the influence of APT attack probability of distributed
optical fiber sensor network under different propagation time is shown in Fig. 4
through the design of the above simulation environment, the influence of APT attack
infection probability of distributed optical fiber sensor network under the condition of
fixed average node speed is obtained through the design of the above simulation
environment.

As you can see from Fig. 4, the time required for all users to infect is 50 days; when
the action distance is 100 m, the time required for all people to infect is only 5 min. In
order to further compare the detection performance of the algorithm under APT attack,
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Fig. 3. Big data distribution of network attacks

Fig. 4. Infection probability of APT attack in distributed optical fiber sensor networks
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the overlap detection algorithm designed in this paper is compared with the traditional
method, and the detection performance curve is shown in Fig. 5. It can be seen from
the diagram that the proposed algorithm effectively improves the detection performance
of network APT attacks and improves the overlapping detection ability of APT attacks.

5 Conclusions

The traditional network attack detection methods have the problems of weak security
and poor detection results. An APT detection algorithm of the distributed optical fiber
sensing network is proposed based on the spectral characteristic component and the big
data analysis. The large data sampling model of the network APT attack is constructed,
the attack characteristics and the related properties of the distributed optical fiber
sensing network virus are simulated by adopting the spectrum correlation characteristic
detection and the large-data quantization characteristic coding, and the large-data
fusion and feature extraction of the APT attack information are realized, the output
abnormal characteristic detection of the distributed optical fiber sensing network is
carried out through the feature extraction result, a distributed optical fiber sensing
network intrusion large data statistical analysis model is constructed, and a narrow-
band signal spectrum offset correction method is adopted, And calculating the con-
nection probability density and the individual infection probability of the APT attack
node, and improving the detection capability of the network APT attack. The simu-
lation results show that the algorithm can effectively implement the network APT
attack detection, improve the security detection capability of the network APT attack,
and has a good network security protection capability. This method has good appli-
cation value in network security protection and virus intrusion detection.

Fig. 5. Detection performance
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Localization

Wanfeng Ma, Yong Zhang, Qinjun Zhao(B), and Tongqian Liu

School of Electrical Engineering, University of Jinan, Jinan 250022, Shandong, China
elephantfff@163.com, {cse zhangy,cse zhaoqj}@ujn.edu.cn

Abstract. In order to achieve high precision localization, this paper
presents an integrated localization scheme employs two particle filters
(PFs) for fusing the inertial navigation systems (INS)-based and the light
detection and ranging (LiDAR)-based data. A novel data fusion model is
designed, which considers the robot position error, velocity error, and the
orientation error. Meanwhile, two-PFs based data fusion filer is designed.
The position errors measured by the two-PFs in real tests is 0.059 m. The
experimental results verify the effectiveness of two-PFs method proposed
in reducing the mobile robot’s position error compared with the two-EKF
method.

Keywords: Mobile robot localization · INS · LiDAR · Particle filter

1 Introduction

At present day, the mobile robots play a vital role in various fields, such as med-
ical treatment, automatic driving, transportation, warehousing, indoor rescue
and so on. These works usually need to be completed in complex indoor envi-
ronment, and robots have to complete the precise movement, which depends
on accurate location information. Consequently, the localization of the mobile
robots in indoor environment has gradually become a key research (Wang 2017,
Sherwin 2018, Xu 2018).

At present, mobile robot localization is usually achieved by a single method,
Global Positioning System (GPS) is a famous example. But for indoor localiza-
tion, it is difficult to achieve high accuracy positioning, because receiving signal
become difficult in indoor environment. Nowdays, indoor navigation method
based on local positioning system (LPS) has been proposed (Xu 2017, Zhang
2015, Cui 2016, Cao 2019). For example, a probabilistic UHF RFID tag local-
ization (Cao 2018) algorithm has been proposed for the robot localization (Jian
2018). At the same time, the ultra wide band (UWB) system is also used for
mobile robot localization.

However, using a single method is difficult to get rid of the inherent disad-
vantages. For example, to overcome the disadvantage of UWB dependence on
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additional devices, the no beacon-based approaches have been proposed. The
inertial navigation systems (INS) is one famous example (Monica 2018). How-
ever, noted that the INS navigation is poor in long-term navigation. In this
case, the light detection and ranging (LiDAR) is used to improve the localiza-
tion accuracy in long-term navigation. For example, a LiDAR-based localization
is proposed (Huang 2016). Figure 1 shows the automatic driving car using the
LiDAR to complete localization. It should be pointed out that although the
LiDAR-based localization is accuracy, its processing speed is low.

Fig. 1. Automatic car.

In order to achieve high precision robot localization in indoor environ-
ment, and overcome disadvantages of localization using single method. Many
researchers began to study the integrated localization scheme. Therefore, the
integrated navigation method develop rapidly.

An integrated localization scheme fusing the inertial navigation systems
(INS)-based and the light detection and ranging (LiDAR)-based data is proposed
in this work. In this model, the INS and the LiDAR measure the robot position
in parallel. A novel data fusion model is designed, which considers the robot
position error, velocity error, and the orientation error. Meanwhile, two particle
filters (PFs) are used as the data fusion filter, one PF estimates the LiDAR-
derived robot position, the other PF fuses the INS-based and the LiDAR-based
data. The experimental results have been done to verify that the two-PF method
proposed in this work is effective.

The rest of the paper is organized as follows: the INS/LiDAR integrated
model for two particle filter is designed in Sect. 2, the proposed two particle
filters’ performance is investigated in Sect. 3, Sect. 4 give the conclusions.



Two Particle Filter-Based INS/LiDAR-Integrated Mobile Robot Localization 351

2 The INS/LiDAR Integrated Model for Two Particle
Filter

Figure 2 displays the INS/UWB integrated navigation scheme using two particle
filter. In this work, the LiDAR and the INS are fixed on the mobile robot. The
LiDAR measures the LiDAR-based robot position PoL by fusing the distances
between the corner points (CPs) and the mobile robot via the PF. Meanwhile,
the INS provide the INS position PoI , and the PF uses the difference between
PoL and PoI to obtain error estimation of the INS position, which is used to
compensate the PoI .

Fig. 2. The two particle filter-based INS/LiDAR integrated navigation scheme.

2.1 The LiDAR-Based Localization Model

The LiDAR-based localization model will be studied in this subsection. To the
robot localization, the 2D position (x, y) in east and north directions, velocity
V , and the orientation φ are considered in LiDAR-based localization model. The
state equation of the PF for the LiDAR-based localization is listed as Eq. 1.

⎡
⎢⎢⎣

xk

yk
Vk

ϕk

⎤
⎥⎥⎦

︸ ︷︷ ︸
X1

k|k−1

=

⎡
⎢⎢⎣

xk−1 + T · Vk−1 sin (ϕk−1)
yk−1 + T · Vk−1 cos (ϕk−1)

Vk−1

ϕk−1

⎤
⎥⎥⎦

︸ ︷︷ ︸
f(X1

k−1)

+ω1
k, (1)

where T is the sample time, k represents the time index, ω1
k ∼ N (0,Q1) is the

system noise. Using the CPs position, the observation equation is listed as Eq. 2.
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⎡
⎢⎢⎢⎣

d1,k
d2,k

...
dm,k

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
y1
k

=

⎡
⎢⎢⎢⎢⎢⎢⎣

√(
xk − x(1)

)2 +
(
yk − y(1)

)2
√(

xk − x(2)
)2 +

(
yk − y(2)

)2
...√(

xk − x(m)
)2 +

(
yk − y(m)

)2

⎤
⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
h

(
X1

k|k−1

)

+ν1
k , (2)

where
(
x(i), y(i)

)
, i = 1, 2, . . . ,m is the CP’s position, here, the m is the number

of the CP, di,k, i = 1, 2, . . . ,m is the distance between the CP and the mobile
robot, ν1

k ∼ N (0,R1) is the measurement noise.

2.2 The INS/LiDAR Localization Model

Based on the LiDAR-based localization model, the INS/LiDAR localization
model will be investigated in this subsection.

The position error (δxk, δyk) can be computed by the follows

δxk = δxk−1 + T · δV xk−1, (3)

δyk = δyk−1 + T · δV yk−1, (4)

where (δxk, δyk) is the 2D position error, and (δV xk, δV yk) is the 2D velocity
error. It should be emphasized that the mobile robot’s velocity in east and north
directions is not easy to be measured.

The most common method is to calculate the robot’s velocity by using the
encoder-derived velocity and the orientation. Thus, we can get the following
conclusion.

δV xk = Ṽk sin ϕ̃k − Vk sinϕk

= Ṽk sin ϕ̃k −
(
Ṽk − δVk

)
sin (ϕ̃k − δϕk)

, (5)

δV yk = Ṽk cos ϕ̃k − Vk cos ϕk

= Ṽk cos ϕ̃k −
(
Ṽk − δVk

)
cos (ϕ̃k − δϕk)

, (6)

where Ṽk is the velocity measured by the encoder at the time index k, δVk is the
velocity error at the time index k, ϕ̃k is the orientation measured by the INS at
the time index k, δϕk is the error of the orientation at the time index k.

Thus, Eqs. 3 and 4 can be rewritten as the follows.

δxk = δxk−1 + T ·
(
Ṽk sin ϕ̃k −

(
Ṽk − δVk

)
sin (ϕ̃k − δϕk)

)
, (7)

δyk = δyk−1 + T ·
(
Ṽk cos ϕ̃k −

(
Ṽk − δVk

)
cos (ϕ̃k − δϕk)

)
, (8)
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For the INS/LiDAR localization, the state equation of the PF can be written
as the following.

⎡
⎢⎢⎣

δxk

δyk
δVk

δφk

⎤
⎥⎥⎦

︸ ︷︷ ︸
X2

k|k−1

=

⎡
⎢⎢⎢⎢⎣

δxk−1 + T ·
(
Ṽk sin φ̃k −

(
Ṽk − δVk

)
sin

(
φ̃k − δφk

))

δyk−1 + T ·
(
Ṽk cos φ̃k −

(
Ṽk − δVk

)
cos

(
φ̃k − δφk

))

δVk−1

δφk−1

⎤
⎥⎥⎥⎥⎦

︸ ︷︷ ︸
f(X2

k−1)

+ω2
k,

(9)

where ω2
k ∼ N (0,Q2) is the system noise. The observation equation can be

written as the follows.
[

δx̃k

δỹk

]
=

[
xI
k − xL

k

yI
k − yL

k

]

︸ ︷︷ ︸
y2
k

=
[

δxk

δyk

]

︸ ︷︷ ︸
h

(
X2

k|k−1

)

+ν2
k , (10)

where
(
xI
k, y

I
k

)
is the INS position, and

(
xL
k , yL

k

)
is the LiDAR position in east

and north directions, ν2
k ∼ N (0,R2) is the measurement noise.

3 Tests and Discussion

3.1 Environment

In this paper, in order to verify the proposed algorithm’s effectiveness, the real
test is done. Figure 3 shows the real test environment. The real test was done in
the University of Jinan. The test employs one LiDAR, one IMU, and one robot
with the encoder. Here, the LiDAR and IMU are fixed on the mobile robot,
which are capable of providing the distances between the CPs and the robot,
LiDAR-derived position, and INS-based position. 0.02 s is selected as the sample
time in this work. It should be emphasized that the test area is small due to
the limited detection range of the LiDAR used in the test. Figure 4 shows the
mobile robot used in the real test.

The position of the corner point, the reference path, and the paths provided
by the LiDAR and DR are shown in Fig. 5. In this figure, we can find that
the path estimated by the LiDAR with the corner points’ positions is stable.
Compared with the LiDAR, the path estimated by the DR is not suitable.
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Fig. 3. Test environment.

Fig. 4. Mobile robot.
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Fig. 5. The reference path, the paths provided by the LiDAR and DR, and corner
point.

3.2 Performance of the Two PF

The two PF’s and the two EKF’s performances will be investigated in this sub-
section. The trajectories estimated by the TKF and TPF are showed in Fig. 6.
From the figure, we can see obviously that the TKF has divergence. Compared
with the TKF, the TPF is closer to the reference path.

The position errors measured by the TKF and TPF are shown in Fig. 7 and
Fig. 8. At the same time, Table 1 shows the difference of the TKF and TPF in
the aspect of position error. It is easy to see from the figure that the error of
PF is less than that of KF. The position root-mean-square error (RMSE) of
two-PF proposed in this work in east direction is 0.073 m, and in north direction
is 0.044 m.

Table 1. Position error of two methods.

Method RMSE (m)

East North Mean

Two EKF 0.209 0.243 0.226

Two PF 0.073 0.044 0.059



356 W. Ma et al.

-1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5

East direction [m]

-0.5

0

0.5

1

1.5

2

2.5

3

N
o

rt
h

 d
ir

ec
ti

o
n

 [
m

]

Corner Point
Lidar with LS
Reference path
DR
TKF
TPF

Fig. 6. The trajectories estimated by the TKF and TPF.
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Fig. 7. Position error in east direction.
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Fig. 8. Position error in north direction.

4 Conclusions

A localization method for INS/LiDAR-integrated mobile robot based on two
particle filter is proposed in this work. In this scheme, two PFs are used, one is
used for the LiDAR localization, the other one is used for fusing the INS-based
and the LiDAR-based data. The experimental results verify the effectiveness of
two-PF method proposed in the aspect of reducing the position error compared
with the two-EKF method.
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Abstract. Aiming at the problem that the drawing of ceramic products
designed and produced by the original system is low in definition, which leads
to poor picture effect, this paper proposes the design of parametric CAD system
of ceramic products based on virtual reality technology. Through sensor-mcu
control system, complete data collection, build a computer control system
platform, select the appropriate data transmission port, complete data trans-
mission; Application of virtual reality technology, and through the data query,
modify, and 3 d parametric regeneration to complete its structure system design
work process, improve the search efficiency of menu file, according to user
requirements, remove or add a menu item, calculating weights of the Bezier
curve, design the user interface and high efficiency, adjust the memory image
file, complete the system design. The comparison experiment is designed in
CAD software, and the image effect of the system in this paper is compared with
that of the traditional system. The ceramic products produced by the design
system have higher clarity and better effect.

Keywords: Virtual reality technology � Ceramics � CAD

1 Introduction

There are many types of ceramic products, and the shape and structure are complicated.
At present, the development of new products for ceramic products still follows the
traditional manual method, which is mainly based on imitation. This method has a long
development cycle and high cost. Therefore, the application of advanced manufac-
turing technologies such as CAD to the development and production of ceramic
products is an inevitable trend in the development of the ceramic industry, and an
important aspect of transforming traditional industries with information technology [1].
Ceramic products are indispensable for modern families. The design, manufacture and
use of ceramic products has a long history in China. Since the beginning of the year,
the total output of China’s ceramic products has ranked first in the world and has
become a major producer and consumer of ceramics. However, in terms of product
quality, China’s ceramic products belong to the middle and low grades. The products
produced by foreign-funded enterprises and joint ventures together with imported
products occupy the main market of domestic high-end products. For the current hand-
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workshop-based product development model of ceramics manufacturing, the applica-
tion of technology to the design and development of ceramic products can improve
product quality, shorten product development cycle, reduce development costs, and
improve the company’s ability to respond to the market and adaptability [2]. This is of
great significance in promoting the standardization and informationization development
of China’s ceramic enterprises. How to make ceramic products meet the needs of
modern society in terms of quality, variety, function and shape is the key to the
development of China’s ceramic industry. The traditional ceramic products and mold
design and manufacturing process is long and complicated, and it has not been able to
adapt to the increasingly fierce market competition. Therefore, the parametric CAD
system design of ceramic products based on virtual reality technology is proposed. At
present, advanced manufacturing technology represented by high-tech such as
CAD/CAE/CAM/RP has developed to a new stage [3]. The use of high technology to
transform the traditional ceramic industry is an inevitable trend of China’s ceramic
enterprises to adapt to the world’s development trend. The development of CAD
software for ceramic products is one of the important contents. Parametric design not
only enables CAD system to have interactive drawing function, but also has automatic
drawing function. The special product design system developed by parametric design
means that designers can free themselves from a lot of tedious drawing work and
greatly improve design efficiency. And reduce the amount of information stored.

2 Hardware Design of Parametric CAD System for Ceramic
Products

2.1 Overall Structural Design

The system selects sense-mcu as the core console, selects the appropriate data trans-
mission port, complete data transmission, applies virtual reality technology, and
completes its structure design through data query and modification of 3-d parameter
regeneration. The data acquisition of the simulation training system is completed by the
sensor-single-chip microcomputer control system, and the collected signals are trans-
mitted to the virtual reality platform, and the final operation result is displayed in the
display. The specific design scheme is as follows (Fig. 1):

Sensor-
Single Chip 

Control
System

Virtual reality 
platform

The display shows the final 
result

Data
collection

Fig. 1. Hardware system design
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According to the overall structure, the structure of each part is designed separately.
Firstly, the computer control system platform is built and the appropriate data trans-
mission port is selected.

2.2 Data Transmission Port Selection

With the rapid development of computer hardware technology, the original system has
been on the verge of being eliminated. This is an extremely fatal problem of the
original system and urgently needs to be solved. The parallel port and serial port of the
computer are common ports for transmitting data. Among them, parallel port pro-
gramming is relatively simple, and it is more economical for building a computer
control system platform, which makes the parallel port widely used in electronic
control fields, such as robots. The field of single-chip programmers and home
automation, and the serial port transmission speed is slower than the parallel port.
Therefore, considering the actual requirements of the system for reading and writing
the transmission port, the system control software module selects the parallel port of the
computer as the data transmission port [4]. The parallel port is also the printer interface
of the computer. Its main purpose is to connect the printer to the computer, and the
mouth is also born. Therefore, the parallel port is often called the printer port, which is
the female end of a needle. The 25 pins of the 25-pin parallel port are as follows
(Fig. 2):

The 25-pin parallel port is divided into a data area, a control area, and a status area.
The data area transmits data, the control area controls the peripheral device, and the
status signal returned by the peripheral device is transmitted to the computer through
the status area. Data registers, control registers, and status registers are connected
internally to these three areas. The specific information of each pin of the parallel port
is shown in the Table 1.

Fig. 2. 25-pin parallel pin map
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As described above, the data area, the control area, and the status area of the
parallel port are respectively connected to corresponding registers in the computer, so
these registers are operated in the program. These registers, which can be found in the
standard parallel port, include data registers, control registers, and status registers. The
data register is connected to the data area, the control register is connected to the
control area, and the status register is connected to the status area [5]. So writing
different contents to these registers will cause the corresponding voltage in the corre-
sponding area of the parallel port, and the specific voltage can be measured with a
multimeter. Similarly, the voltage applied to the parallel port can also be read by the
register.

3 System Software Design Based on Virtual Reality
Technology

The three-dimensional parametric CAD system is based on the actual needs of ceramic
product design work, using computer software technology, designed and developed a
set of engineering and technical personnel for ceramic production enterprises, based on
computer systems, CAD system that is easy to operate and use [6]. Including the
human-computer interaction interface design, three-dimensional parametric design,
etc., above the system base layer and support layer is the application layer of the
product parametric CAD system. The human-computer interaction interface design

Table 1. Parallel port 25 pin specific function list

Stitch Function Transmission direction Register Logic

1 gate output control channel0 Yes
2 data channel0 Input/output data channel0 No
3 data channel1 Input/output data channel1 No
4 data channel2 Input/output data channel2 No
5 data channel3 Input/output data channel3 No
6 data channel4 Input/output data channel4 No
7 data channel5 Input/output data channel5 No
8 data channel6 Input/output data channel6 No
9 data channel7 Input/output data channel7 No
10 data channel8 Input/output data channel8 No
11 data channel9 Input/output data channel9 No
12 affirm Input status channel6 No
13 busy Input status channel7 Yes
14 select Input status channel5 No
15 error Input status channel4 No
16 initialization output control channel1 No
17 select Input control channel2 No
18–25 – – – –
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refers to the application development tool to design the system menu, dialog box and
toolbar, etc., requiring the human-computer interaction interface to be clear and intu-
itive, and the design result and the command appear in the same window.

3.1 Overall Structure Optimization

The data on ceramic products is deep and wide, and the mold mechanism is flexible.
Not all data and design processes can be parameterized, and some must be determined
by the experience of mold designers. In order to provide convenience for the designer
and to make the system standardized and orderly, the system establishes a three-
dimensional system with the following data types for query, modification and regen-
eration. The workflow of its structural 3D parameterization system is usually as shown
in the following figure (Fig. 3):

The parameterized system soil consists of three parts: a three-dimensional param-
eterized part model library, a user-managed interface, and a main program of the
system. Establish a design subsystem that optimizes the calculation of the local shape.
Here, it is mainly for the flow channel of ceramic products, to establish a reasonable
mathematical model of fluid dynamics, to use the computational fluid dynamics method

Start

3D parametric 
data query

Data 3D parametric 
reconstruction

Data rebirth

N

Y

Part model library to 
collect data

Data modification

End

User management 
interface

Fig. 3. Work flow chart
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for flow channel analysis, to optimize the design, and to perform a simple overall
analysis and verification of the established three-dimensional solid model. Model
geometry and physical properties [7].

3.2 Menu Efficient Design

Careful menu design can significantly improve the efficiency of CAD operations.
Through detailed analysis of the menu file structure, we can re-edit it according to
certain grammar rules, not only can customize our own system interface, mainly
including drop-down menus, toolbars, prompt information and other parts.

It is also possible to normalize most of the interfaces. Each menu section includes
several menu items. Users can delete or add menu sections or menu items as needed.
When deleting a menu section or menu item, you only need to delete all the corre-
sponding menu section files; when adding, you should add the corresponding menu file
to the source menu file according to certain grammar rules, but note that the total
number of menus after adding must not exceed the system. Desired point. The menu
items in the menu file are defined in the order of arrangement. If you want to change the
position of a menu item, just adjust the position defined in the menu file [8]. Similarly,
the user can redefine the access key and hotkey as needed, as long as the access key or
hotkey letter in the corresponding file line in the menu file is modified, or the definition
access key is added thereto, but in the process, Avoid duplication. When the drop-down
menu is finished, the corresponding menu item in the menu file and the menu name or
menu command of each sub-menu item are changed to Chinese, and the letter and
hotkey command of the access key are reserved [9]. For ease of use, the toolbar can be
modified in the menu file, or some of the command buttons can be deleted. Similarly,
users can add menu files to create new toolbars or command buttons based on certain
grammar rules. To normalize the toolbar, just change the names of all toolbars and
command buttons in the toolbar menu file to Chinese. The user adds a new menu
command or command button, and can add corresponding prompt information in the
menu-specific help menu section file. It must be noted that the identifier of the prompt
information should be the same as the identifier of the corresponding menu command
or command button, and the Chinese prompt Information, customizing a more efficient
system 3D solid modeling user interface.

3.3 Bezier Curve Weight Calculation

The shape of the curve is uniquely determined by the two endpoints of the curve and a
number of points that are not on the curve. These two endpoints and several points are
called the vertices of the Bezier feature polygon or the control points of the Bezier
curve. Let n + 1 vertices of a given spatial feature polygon, Pi i ¼ 0; 1; . . .; nð Þ, define
the vector function of the n-time Bezier curve as:

P tð Þ ¼
Xn

i¼0

Bn;i tð ÞPi ð1Þ
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Bn;i tð Þ of them are Bernstein’s functions. Some properties of the Bezier curve can be
obtained from the properties of Bezier curve equation and Bernstein root function. The
end and end points of the curve pass through the starting point of the feature polygon
respectively, and the derivative property of the Bn;i tð Þ function can be derived:

P tð Þ ¼ n
Xn

i¼0

Bn�1;i�1 tð Þ � Bn�1;i t � 1ð Þ� � ð2Þ

According to the nature of the Bernstein function, the shape of the curve is
unchanged after the control point is reversed, but the direction is reversed. The Bezier
curve is located in the convex hull formed by its control vertices. If the plane control
polygon is convex, the Bezier curve is also convex. The shape of the curve does not
change with changes in the coordinate system. For a planar Bezier curve, the number of
intersections between any line in the plane and the Bezier curve is not more than the
number of intersections between the line and the control polygon. Normally, only three
Bezier curves are used in the graphics package, which brings design convenience on
the one hand, and avoids a large increase in computation due to high-order polyno-
mials. The cubic Bezier curve is generated by four control points, and n = 3 is
substituted:

P tð Þ ¼ 1� tð Þ3 �P0 þ 3t 1� tð Þ2 �P1 þ 3t2 1� tð Þ � P2 þ t3P3

0� t� 1
ð3Þ

Write it as a matrix:

P tð Þ ¼ t3 t2 t 1
� ��MBez �

P0

P1

P2

P3

2
6664

3
7775

0 � t � 1

ð4Þ

Among them, the Bezier matrix is:

P tð Þ ¼ t3 t2 t 1
� ��MBez �

P0

P1

P2

P3

2
6664

3
7775

0 � t � 1

ð5Þ

It can be seen from the above calculation that only the control points of each curve
are adjusted, and each control point is drawn as a hollow circle, and the shape of the
curve changes when the mouse clicks on the movement control point.
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3.4 Memory Image File

A memory image file allows a disk file to be mapped to a specific range of memory
addresses. The application obtains the file on disk by using a pointer in memory instead
of executing a traditional file read function. More importantly, applications can use this
mechanism to share memory. Normally, in Windows, each application runs in its own
address space, and all memory allocations are made in this space. This space is private
to the process and cannot be used by other processes. Using a memory image file
allows multiple processes to access the same data file at the same time. Memory image
file data is not actually read from disk except when it is accessed in memory. Therefore,
it requires less physical memory and disk operations, and is more efficient; only the file
segments that are actually changed are Write back to disk, reducing the number of disk
operations and improving execution performance; accessing only one linear address
space, the code is simple and clear; you can share a file between processes. When
programming a memory image file, creating a memory image file can be done either in
the editor process or in the master process. The implementation method should be
decided by the programmer according to the requirements of the system integration
[10]. If the size of the file exceeds the mapped image, then only the mapped range is
valid and the rest of the file cannot be updated: if the file mapping object is larger than
the file, the file end flag on the disk will be expanded to fit the file object Size; if you
plan to extend the length of a file, it is necessary to estimate the maximum size of the
file, create a file map large enough, and a large enough file image; finally, because the
image is only in-memory data, if the length of the file When changes occur, it is
necessary to call SetFilepointer and SetEndofFile before closing the file to adjust the
end of file flag.

4 Simulation Test

In order to verify the effectiveness of the above-mentioned parametric CAD system of
ceramic products based on virtual reality technology, a simulation experiment was
designed. The ceramic model rendering effect of the designed system is compared with
the original effect, and the experiment is completed.

4.1 Experimental Preparation

The CAD software used in this experiment has higher requirements on the operating
system. To ensure the smooth progress of the experiment, the following conditions
must be met: (Table 2)
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Under the premise of meeting the above requirements, the semi-finished products
of ceramic products that have not been rendered are randomly selected as follows:

Figure 4 shows an unrendered semi-finished product of a ceramic tile product.
Comparative experiments were performed under otherwise identical conditions.

4.2 Experimental Result

After the above preparations are completed, the designed system and the original
system are used, and the ceramic product renderings are modified and designed, and the
results are simultaneously magnified by the same multiples. The comparison results are
as follows (Figs. 5 and 6):

According to the comparison results in the above figure, it can be clearly seen that
the product map obtained by the original system has lower definition and the image is
more blurred, and the obtained product map has poor effect, which has an impact on
subsequent operations and requires the designer’s later stage. Repair, resulting in a
waste of human resources. The effect diagram obtained by the designed system is clear
and clear, and the obtained product map has a good effect and can meet the user’s
needs.

Table 2. Experimental platform requirements

Name Parameter

CPU Intel core dual core or above
Internal storage More than 8 GB DDR4
GPU NVIDIA GT 740 M, 830 M, 930 M

The above and similar products
Network Minimum 512 Kb, recommended 2 Mb and above network configuration
Hard disk 18 GB (including temporary swap space)

Recommendation: Intel 540(480 GB) SSD

Fig. 4. Ceramic product not rendered
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Making product images in a fixed time. the generation time period of the traditional
system and the system in this paper is intercepted in the simulation environment, and
the same pixel quality of the graph is compared separately, and the results are shown in
Fig. 7.

Fig. 5. Original system result

Fig. 6. Designed system results

Fig. 7. Image quality testing
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According to the data of Fig. 7, it can be clearly seen that the image generation
quality of this system is higher than that of the traditional system in a fixed period of
time. After the actual calculation can be affirmed, the specific efficiency increase ratio
of more than 15%.

5 Conclusion

The development and application of the system solves the problems of automatic
parameter design and product realism display of ceramic products, avoiding the
repeated labor of designers, and the designer can quickly and easily obtain the required
design results, which will greatly shorten the product development cycle. Reduce
development costs and improve the market competitiveness and economic benefits of
enterprises.
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Abstract. In view of the narrow data source range of traditional residual oil
distribution numerical simulation, a numerical simulation method of residual oil
distribution based on oilfield data analysis is studied. Firstly, the principle of big
data was put forward to complete the collection and analysis of oilfield infor-
mation. Then, the three-dimensional simulation model of oilfield was designed
by haiyan software. Then, the grid structure of oilfield saturation setting model
was divided. By comparing the range of data sources, it is verified that the
proposed numerical simulation method can effectively extend the range of data
sources and improve the accuracy of numerical simulation.

Keywords: Data analysis � Residual oil distribution � Numerical simulation �
Data fitting

1 Introduction

With the deepening of oilfield development, most of China’s oilfields, especially the
eastern onshore oilfields, have gradually stepped into the late stage of high water cut
development [1, 2]. In the face of the shortage of reserves and national energy in the
new area of the old oilfield, how to improve oil recovery and reverse the passive
situation of oilfield development in the high water cut period has become a serious
issue for oilfield development workers. A large number of studies have shown that the
average recovery rate of secondary oil recovery is about 35%, and it is estimated that
about 20% of movable oil is still not injected into water wave due to the heterogeneity
of the reservoir, and this part of movable oil can be exploited by deepening reservoir
understanding, changing oil production technology and other ways [3]. Therefore, in
the stage of high water cut development, it is of great significance to carry out fine
reservoir description and remaining oil distribution research, so as to provide technical
support for the potential tapping adjustment of old oilfields. In order to solve the
problems existing in the actual development of some oilfields, such as many oil-bearing
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series, small thickness of single oil layer, poor physical properties, low reserve
abundance and different oil well productivity, further tap the potential of remaining oil,
improve the level of reservoir development, deepen the understanding of reservoir
geology, and design the numerical simulation method of remaining oil distribution
based on the analysis of oilfield data.

In the study of oil field distribution, numerical simulation combined with oil data
analysis can effectively improve the accuracy of distribution research results, improve
the effect of oil field development, and further improve the recovery factor. The so-
called oilfield data analysis refers to the process of using appropriate statistical analysis
methods to analyze a large amount of collected oilfield data, extract useful information,
form conclusions, and conduct detailed research and summary on the data [4]. This
technique provides a basis for numerical simulation and ensures the validity of dis-
tribution results. It improves the precision of numerical simulation and provides
technical support for the future development of petroleum industry.

2 Numerical Simulation Method of Remaining Oil
Distribution Based on Oil Field Data Analysis

According to the past research on the distribution data of the remaining oil, in order to
ensure that the simulation method of the remaining oil distribution can get more
accurate simulation results, the oilfield data analysis technology is introduced into the
method design.

2.1 Oil Field Data Collection and Analysis

Big data technology is used to obtain oilfield data. Oilfield data is the original data
collected by oilfield enterprises for geological research and scientific management. It is
a form of independent data storage and management for the original data collected from
the source [6]. These data are one of the most important embodiment of oil field.
Through digital transformation, data is transformed into the most important informa-
tion, which is essentially the basic oil and gas materials. In order to ensure the accuracy
and universality of the data source, the oil field data source is set as shown in Fig. 1
below:
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Through the above process to complete the acquisition of oilfield data. The data
results are stored in the database and analyzed. In the process of analysis, using big data
technology, in different types of data, cross analysis to obtain data value, promote the
design of numerical simulation method. In the construction of numerical simulation
method, flexible data analysis ability from multiple angles is needed. Taking the
numerical model as an example, not only the development situation changes of dif-
ferent oil fields and different development units, but also the development situation
changes of different types of reservoirs, different displacement modes, different
recovery degrees and other angles, as well as the impact analysis of social factors and
natural factors, etc. The results are applied to the numerical simulation. To ensure the
design sequence, the design process is shown in Fig. 2 below:

Data sources

Well drilling

Underground

Gathering and transportation

Auxiliary

Production

Oil recovery

Geology

Geophysical prospecting

Fig. 1. Oil data sources

372 G. Cui et al.



Use the above process to complete the design process of numerical simulation
method, introduce big data technology in the field data analysis [5], expand the data
source, improve the accuracy of data simulation analysis results, and ensure the
effectiveness of the method design.

2.2 Establish Numerical Simulation Model

Based on the above data collection and analysis results, a numerical simulation model
is built. According to the interface provided by petrel software, the 3D fine geological

Past method research

Oil field data collection and 
analysis

Set data 
source

Data
processing

Data
analysis

Establish numerical 
simulation model

Model grid design

Historical fit calculation

Numerical simulation of 
remaining oil distribution

Start

End

Fig. 2. Design flow of numerical simulation method for remaining oil distribution

Numerical Simulation of Remaining Oil Distribution 373



model is transformed into the geological model required by VIP numerical simulation
software. The specific model image is as follows (Figs 3 and 4).

In this data simulation, it mainly includes: reservoir geological parameters [7],
including reservoir depth, sand thickness, effective thickness, permeability, porosity,
etc.; physical property constant of balance area, including original reservoir pressure,
original saturation pressure, oil-water interface and capillary pressure corresponding to
the interface, etc. special core analysis data [8], including oil-water and gas-water
relative permeability curve, rock compression coefficient; PVT data of high pressure
physical properties of crude oil, including curves of oil phase volume coefficient, oil
phase compression coefficient, oil porosity and other changes with pressure; physical
properties constant of formation water, including water porosity, density, compression
coefficient, etc.; dynamic data, including well location, well type, completion data,
production and injection volume, pressure, etc.

The parameters involved in the numerical simulation include matrix porosity,
matrix permeability, matrix initial oil saturation, effective thickness, fracture porosity,
fracture permeability and so on. By using the geological parameters of the corre-
sponding intervals of each well point in the study area and using petrel software [9], the

Fig. 3. 3D model of oil field

Fig. 4. Oilfield geological model
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data field of the actual reservoir geological parameters is established. Based on the data
field, the model grid is divided and data simulation is realized.

2.3 Model Grid Design

Using the model set above, the mesh generation is completed. It is assumed that there is
a residual oil accumulation area in the reservoir, which is square in shape and relatively
high in oil saturation. If the square area is taken as the plane size of the numerical
simulation grid, the following situation may occur after grid division, that is, no
complete grid falls on the remaining oil area. As the saturation displayed in the grid is
the average value of the grid, the saturation on the remaining oil area is allocated to
four or two adjacent grids, the simulated remaining oil will be dispersed, and the oil
saturation will drop. Even in the simulation results, it is difficult to see that the oil
saturation is relatively high for the enriched remaining oil, and the shape and center
position of the simulated remaining oil will also change. Obviously, this kind of grid
division is not consistent with the actual situation. If a production well is designed to
exploit the remaining oil on this basis, it may lead to class failure (Fig. 5).

The above method has poor control power. In order to improve the control power of
the grid on the model, at least one grid is set at the center of the enriched remaining oil,
then the area and center position of the enriched remaining oil can be determined, and
the area and oil saturation of the remaining oil can also be controlled. The larger the

Petroleum

Remaining oil is divided into 4 grids

Petroleum

b Remaining oil is divided into 2 grids

Fig. 5. Schematic diagram of remaining oil being meshed
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area of remaining oil enrichment is, the more grid control will be obtained under this
grid size, and the better the control result will be; however, if the grid size is too large,
the remaining oil enrichment will not get more grid control, and the remaining oil in
numerical simulation will be dispersed, and the oil saturation will decline, so that it is
difficult to find the existence of the remaining oil enrichment. Conventional numerical
simulation of remaining oil area requires that the grid size should meet the requirements
of no less than three grid nodes between two well points. If the number of grid
junctions between two well points is less than three, the accuracy of calculation and the
characterization of oil saturation will be affected. Therefore, the total number of grid
nodes in the model is 800000, including 400 in the east-west direction (X direction),
single grid step of 30 m, 100 in the north-south direction (Y direction), and single grid
step of 30 m. There are 20 layers vertically. The total number of nodes is 400 * 100 *
20 = 800000. According to the operation speed of the existing computer and the
effective area of the actual simulation, the fault is selected as the closed boundary, and
the invalid area is cut as the simulation area. The number of effective grids in the
simulation area is 400000 to ensure the normal operation of the model.

2.4 Historical Fit Calculation

As the geological model changes with the development stage, the differences of geo-
logical models in different stages need to be considered, so the stage fitting method is
used in the fitting. Due to the limitation of data, the change of infiltration curve is not
considered in this simulation. The fitting of the comprehensive indicators of the unit in
each stage is as follows. On this basis, a better dynamic fitting is carried out. Historical
fitting is to use the actual dynamic data to verify the geological model [10], so that the
simulated dynamic production data is basically consistent with the actual data. When
fitting the production data of the model, it takes one month as a time point, and adopts
the fixed oil production mode, which is fitted from four aspects: fault block index, well
group index and single well index. The difference equations of the model are solved by
the full implicit method. The maximum time step of the iteration is 10, and the
maximum number of iterations is 100. In this way, the convergence of the iterative
calculation and the stability of the model are guaranteed. The specific fitting results are
as follows (Tables 1 and 2).

Table 1. Reserve matching data of numerical model reservoir (excluding fuzzy layer)

The layer number XI XII XIII XIV Total

Modified reserves (104t) 170.50 259.70 225.0 58.0 713.2
Fitting Matrix reserves (104t) 141.50 228.25 201.50 52.0 623.25

Fractured reserves (104t) 27.0 28.0 20.20 3.60 78.8
Total (104t) 339 515.95 446.7 113.6 1415.25
Percentage of fractured reserves (%) 16.0 11.0 9.0 6.5 10.625

Error (%) −1.0 −1.5 −1.2 −5.0 2.175
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The actual reserves of this area after the reserves are changed are 14 million tons.
The calculated reserves of the model are compared by stratified reserves. As the actual
calculated reserves do not include fuzzy layers, 30 stratified reserves are deducted, and
the error is controlled between 5%, the overall reserves are relatively small, with a total
error of 2%, in which the fracture reserves account for 10.0% of the total reserves, the
stratification ratio is between 6.0% and 12.0%, and the vertical distribution of fractures
from top to bottom becomes poor. According to the fitting results of the overall reserves,
the geological model has high accuracy and can meet the needs of numerical simulation.

2.5 Numerical Simulation of Remaining Oil Distribution

Through the above fitting data combined with the remaining oil distribution standard to
complete the design of data simulation. According to the current classification standards
of remaining oil in domestic major oil fields, the remaining oil in the model is divided
into the following five types: structural factor control type, interlayer interference type,
incomplete injection production type, single well drilling type and water flooded type.
Among them, water flooded type is the most, accounting for 38.0%, followed by
structural factor control type, accounting for 27.5%. This is because of the development
of underwater distributary channels in this area, and the distribution of oil fields is
mostly positive rhythm and compound rhythm. The general trend is that the bottom is
thick and the top is fine, and the physical properties are good and bad. The coarse-
grained sandstone in the lower part has good physical properties, and it can see water
quickly after waterflooding development, which is the main part that causes the injection
water to rush rapidly and forms the short-circuit cycle of injection production. But the
physical properties of the upper and middle parts are poor, forming more remaining oil.
The specific distribution of remaining reserves is shown below (Table 3).

Table 2. Reserve matching data of numerical model reservoir (including fuzzy layer)

The layer number XI XII XIII XIV Total

Modified reserves (104t) 170.50 259.70 225.0 58.0 713.2
Fitting Matrix reserves (104t) 150.50 235.25 201.50 52.0 639.25

Fractured reserves (104t) 28.0 28.0 20.20 3.60 9.8
Total (104t) 349 522.95 446.7 113.6 1432.25
Percentage of fractured reserves (%) 16.0 11.0 9.0 6.5 10.625

Error (%) 5.0 2.0 −1 −2 1

Table 3. Distribution of remaining recoverable reserves

Type of remaining oil Remaining recoverable amount/104t Proportion/%

Structural factor control type 8.60 27.5
Interlayer interference type 3.65 11.5
Incomplete injection production 4.25 14.0
Single well drilling type 2.90 9.0
Watered out type 12.50 38.0
Total 31.9 100
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According to the category distribution in the above table, combined with the data
simulation model, the data model is displayed in the form of formula, and the specific
formula is as follows.

At�o ¼ Ai;Bt�o ¼ Bi ð1Þ
@A
@n

¼ 0 ð2Þ

@

@x
ðA � Ai

@
� @A
@x

Þþ @

@y
ðA � Ai

@
� @A
@y

Þþ @ ¼ @Bi

@i
ð3Þ

In the above formula, formula (1) and formula (2) represent the boundary condi-
tions of the numerical simulation model, A is the result of grid transformation, B is the
final result of grid division, i is the set grid number, n is the cell boundary, x, y are the
coordinates of cells, and @ is the distribution coefficient of remaining oil. Through the
above formula to complete the research on the distribution of remaining oil, the actual
oil field data is brought into the formula, and the design method of this paper is used to
complete the research on the distribution of remaining oil in the oil field. According to
the prediction results of data simulation, the actual oil volume is exploited to improve
the exploitation and utilization efficiency of the remaining oil volume. In order to verify
the effectiveness of the numerical simulation method of remaining oil distribution
based on the analysis of oil field data, the experimental links are set up to obtain the
research results.

3 Experimental Results and Analysis

In order to verify the validity of the numerical simulation method of remaining oil
distribution based on the analysis of oil field data designed in this paper, a comparative
test is set up to complete the research on the difference between the original numerical
simulation method and it. In this experiment, the comparative amount is set as the
range of data source of numerical simulation.

3.1 Experiment Preparation Process

In order to ensure the effectiveness of the experiment, the oil field in the same area is
selected to complete the data simulation research, and the numerical simulation method
designed in this paper and the original numerical simulation method are used to carry
out the simulation. In order to ensure the order and consistency of the experimental
process, the experimental equipment and samples are set as follows (Table 4).
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Using this equipment to complete the numerical simulation process, and set its range
sample, compare the original method and the data source of this method numerical
simulation to complete the experiment process, the data sample is as follows (Table 5).

The above samples are used to complete the experiment, and the experimental
results are represented by images, based on which the experimental results are analyzed.

3.2 Simulation Experiment Results and Analysis

Set the experimental results of this method as the experimental group, the results of the
original method as the control group. The specific experimental results are as follows:

Table 4. Setting of experimental equipment

Direction of use Equipment Parameter

Model processing software Petrel
Data storage Data base SQL2013
Image processing software Remote sensing image processing system
Analog computation CPU Intel
Comprehensive treatment Operating platform Microsoft

Table 5. Experimental samples

Number Sample

Y1 Geophysical prospecting
Y2 Geology
Y3 Well drilling
Y4 Oil recovery
Y5 Production

Geophysical
prospecting

Oil recovery

Production

Fig. 6. Original method data source
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In the above experimental results, the overlapped part between the original method
and the data source range of the method in this paper and the experimental sample is
shown in shadow. From Figs. 6 and 7, we can see that the data source and sample of
the design method in this paper have always been, and the data source of the original
method is different from the experimental sample. It can be seen from the above that in
the case of the same experimental target, the richer the data source, the higher the
accuracy of the numerical simulation results, and the more persuasive. Therefore, the
accuracy of the numerical simulation method designed in this paper is higher than that
of the original method.

The experiment shows that the accuracy of remaining oil numerical simulation can
be effectively improved by using oil field data analysis in remaining oil distribution.
The application of this design method in life can effectively improve the research effect
of oil industry on oil field reserves, and deal with the rapid development of oil
enterprises.

4 Conclusion

For the simulation of remaining oil distribution in the oil field, the total grid number is
used to control the accuracy of the simulation results. The computer with appropriate
row energy and speed is selected to support the calculation process, so that the
numerical simulation can not only describe the distribution of remaining oil, but also
meet the requirements of calculation speed. It can be seen from the distribution sim-
ulation of remaining oil in most oilfields at present that the remaining oil mainly exists
in the edge of the oilfields, the layers with low permeability and the areas with
imperfect well pattern. Because the remaining oil in these areas has a large accumu-
lation, a reasonable grid number is set to control the remaining oil characterization
results of its distribution, so as to complete the numerical simulation research of
remaining oil distribution. In the research, the data processing part is added to improve
the accuracy of numerical simulation and provide technical support for the future
development of petroleum industry.

Geophysical
prospecting

Oil recovery

Production

Well
drilling

Geology

Fig. 7. Data sources of this method
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Abstract. CT image diagnosis technology had developed rapidly in China. In
clinical testing, large-scale data gradually existed in the form of sequences. Data
clustering was the integration of different substances in an image according to
certain properties, but there were still many problems in the use of commonly
used data clustering methods in medicine. The current sequencing big data
clustering method analysis was still in the research stage and had very important
significance. This paper proposed a large-scale batch clustering method based on
multi-frame CT images, which was compared with the traditional clustering
method, and hoped to provide assistance for clinical applications.

Keywords: Multi-frame CT � Sequencing data � Clustering method

1 Introduction

With the development of CT image technology, the application in clinical detection has
been extensive in recent years. However, under actual circumstances, CT technology is
affected by many objective conditions, and the needs of clinical testing must also be
considered. Data imaging is somewhat defective. How to collect large quantities of data
and reconstruct CT images completely and accurately is of great significance for
clinical testing, both theoretical and practical [1, 2]. In recent years, although many
relatively mature data clustering methods have been studied, the application is also very
extensive. For example, filtered back projection data clustering method and iterative
image sequencing data clustering method, but the calculation amount is very large, the
clustering integrity of the data is low, and the imaging effect is not ideal [3, 4].
Therefore, neither of these methods can be applied to image sequencing big data batch
clustering.

In recent years, the technical requirements for medical imaging are very high. In
clinical testing, large quantities of data exist in the form of sequences [5]. Because the
human body’s organizational structure is quite complex, it is difficult to deal with some
large-structure images with large data volume. Therefore, many methods of data
clustering are not suitable for clinical imaging detection [6]. At present, many medical
sequence imaging data clustering methods are in the exploration and research stage. In
recent years, many medical scholars have studied data clustering [6], proposed a fuzzy
clustering method (CFN), and tested it in medical sequence imaging, but the results
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show that this method is very sensitive to the initial value of the data. In order to
improve this deficiency, the researchers have proposed many ways to improve [8]. For
example, based on the genetic algorithm of CFN, although this method can satisfy the
shortcomings of the CFN method, the speed of clustering data is very slow [9]. In
addition, researchers have proposed a density-based data clustering method, through
the density distribution model as a prerequisite for data clustering. If the initial values
set are small, the adjacent density is combined, but the accuracy of this method is
relatively low. In order to improve the accuracy of the image, a data clustering method
based on texture features has been proposed. This method is to generate a matrix
according to the texture of the collected data [10]. The accuracy of this method is very
high, but the matrix after data generation is sparse, so that there is an influence between
each data, affecting the speed of clustering and imaging quality [11]. In general, the
above several methods have their own problems, the difference in imaging will directly
affect the judgment of certain conditions, not to be underestimated. By analyzing and
summarizing the previous research results and experience, this paper proposes a DD-
TV clustering method based on multi-frame CT image sequencing data, and achieves a
good clustering effect.

In this paper, through the analysis of multi-frame CT image imaging principle, the
multi-frame CT image clustering method is studied, and a new method of clustering
data with incomplete projection data (DD-TV method) is proposed, which has a high
value.

2 Application Analysis of Multi-frame CT Image in Data
Batch Clustering

2.1 Principle Analysis of Multi-frame CT Imaging

Medical imaging technology has developed rapidly in clinical testing and is widely
used, thus further enhancing the importance of image analysis and research [12]. To
some extent, the accuracy of the image is an important basis for clinicians to judge the
condition. Medical data clustering plays an important role in the analysis of images. It
is also an imaging method under computer simulation technology. With the aid of
computer simulation technology, the data is collected, analyzed and studied, and finally
imaged [13].

Especially in recent years, with the increasing demand for imaging diagnostic
applications, medical image data is more in clinical form in the form of large-scale
sequence images [14]. At the same time, the anatomical structure of the human body is
very complicated, which makes some traditional clustering methods have some inap-
plicability in processing such medical sequence images with very complicated structure
and very large data volume [15, 16].
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In the process of CT image reconstruction based on computer simulation tech-
nology, many researchers tend to explore the image reconstruction technology, and
have formed a better reconstruction method [17]. For example, image reconstruction
based on data analysis, simple operation, small amount of calculation, and fast image
reconstruction speed are widely used in clinical detection [18]. However, this method
requires very high data integrity. If the projected data is incomplete, it will cause
artifacts, and if it is serious, it may cause partial image distortion [19, 20].

The principle of multi-frame CT imaging is shown in Fig. 1 below.

The basic principle of CT image is to scan a layer of a certain thickness of the
inspection part of the human body with an X-ray beam. After the X-ray is received by
the detector and transformed into visible light, it is transformed from an photoelectric
converter into an electrical signal, which is then converted into a digital signal by an
analog/digital converter and fed into a computer for processing. The processing of
image formation is like dividing the selected plane into several cuboids with the same
volume, which are called voxels. The X-ray attenuation coefficient or absorption
coefficient of each voxel is calculated and arranged into a matrix, that is, a digital
matrix. The digital matrix can be stored on disk or cd-rom. A CT image is made by
converting each digit in the digital matrix into a small square of gray varying from
black to white through a digital/analog converter.

2.2 Multi-frame CT Image Sequencing Big Data Bulk Clustering Method
Analysis

The traditional multi-frame CT image sequencing big data batch clustering method
directly processes the original data. However, the differences between the data samples
are particularly small, the speed of clustering is very slow, and the phenomenon of

Display 
memory

Data acquisition 
system

Display 
memory

X ray 
controller

Display 
terminal

Disk 

Computer 
processing 

Hard disk storage

Y

N

Fig. 1. Principle of multi-frame CT imaging
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repeated clustering is prone to occur, which increases the difficulty of clinical detection
to some extent. Therefore, this paper proposes the DD-TV clustering method by spa-
tially correlating the data of medical image sequencing. This method can convert the
data of the original space into the feature space, which not only greatly reduces the
amount of data, but also improves the speed of clustering. More importantly, the
transformed data can display its own attributes in the feature space, greatly improving
the accuracy of clustering.

The flow chart of multi-frame CT image reconstruction is shown in the following
Fig. 2:

End

Input the date

Choose the date

Process the date

Reconstruct the image from the 
date

Generating image information 

Fig. 2. Multi-frame CT image reconstruction flowchart
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Multi-frame CT image program:
Begin
clear all;
clc
load matlab;
%reconstruct

Figure(1)

title('original image')

imshow(P);

%the size of image

N = 258;
%coordinate of image

center= floor((N + 1)/2);                                                 

xleft = -center + 1;                                                       

x = (1:N) - 1 + xleft;                                                     

x=repmat(x,N,1);                                                   

ytop = center - 1;                                                         

y= (N:-1:1).' - N + ytop;                                                 

y = repmat(y, 1, N);

%angle change

theta1 = theta1*pi/180;

costheta = cos(theta1);

sintheta = sin(theta1);

len = size(R1,1);

ctrIdx = ceil(len/2);

img = zeros(N,class(R1));

for i = 1:length(theta1)

proj = R1(:,i);

t = x.*costheta(i) + y.*sintheta(i);

a = floor(t);

img=img+(t-a).*proj(a+1+ctrId+(a+1-t).*proj(a+ctrIdx);

img = img*pi/(2*length(theta1));

%show reconstruction image

   Figure(2);

    imshow(img,[]);
end
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A flowchart of a DD-TV data clustering method based on a multi-frame CT image
is shown in Fig. 3:

 Input Data

The computer extracts batch data

DD-TV Data clustering

End

Begin

Fig. 3. DD-TV data clustering method flow chart
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DD-TV data clustering procedure:

price = [1.1,1.2,1.3,1.4,10,11,20,21,33,34]

increase = [1 for i in range(10)]

data = np.array([price,increase],dtype='float32')

class Myhcluster( ):

def __init__(self):

print('start system clustering')

'''The start function of the system clustering method, there are two input 
parameters of the input variable and the distance calculation method'''

def prepare(self,data,method='zx'):

if method == 'zx': 

self.zx(data)

'''Center of gravity method for system clustering'''

def zx(self,data):
token = len(data[0,:])

flu_data = data.copy()

classfier =[[] for i in range(len(data[1,]))]

LSdist = np.array([0 for i in range(token ** 2)], 
dtype='float32').reshape([len(data[0, :]), token])

index = 0

while token > 1:

'''Calculating the distance matrix'''

for i in range(len(data[0,:])):

for j in range(len(data[0,:])):

LSdist[i,j]=round(((flu_data[0,i]-flu_data[0,j])**2+(flu_data[1,i] - flu_data[1,j])*
*2)**0.5,4)

end

#Implementation of System Clustering
> rm(list=ls())
> a <- Sys.time()
> price <- c(1.1,1.2,1.3,1.4,10,11,20,21,33,34)
> increase <- rep(1,10)
> data <- data.frame(price,increase)#generate sample data frame
> d <- dist(data)#create sample distance array
> hc <- hclust(d,'centroid')#systematic clustering with center of gravity> 
cbind(hcmerge,hcmerge,hcheight)# demonstrate the classification process 
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First, we first detect the distance-driven operation of the image orthographic pro-
jection. We select the circular plate with uniform size as the pseudo-true image. The
distribution of the projection values obtained by the distance-driven operation of the
image orthographic projection is shown in Fig. 4 The horizontal axis represents the
detector, and the number of detectors is 120; the vertical axis represents the projection
value detected by the corresponding detector. From the Fig. 4, we can find that the
projection value calculated by the distance projection of the image is almost stable, and
there is no fluctuation.

Let the image be initialized to W , and set the number of times of the DD-TV
method to i; i ¼ 1, W i½ � ¼ 0.

Constrain the multi-frame CT image, and set the constrained image to p½n�, that is:
if p½n� � 0, p½n� ¼ W ½i�, otherwise, p½n� ¼ 0.

The speed algorithm finds the minimum value of the objective function, and the
number of times is t, t ¼ 1; 2; . . .;Nt. When t = 1,

P n; t½ � ¼ P n½ � ð1Þ

When the number of DD-TV method is i ¼ iþ 1,

W iþ 1½ � ¼ W i½ � ð2Þ

N ¼ i1g1 þ i2g2 ð3Þ

The DD-TV algorithm flow chart is shown in Fig. 5.
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Fig. 4. Distance-driven orthographic projection
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3 Experimental Design and Result Analysis

In order to verify the application effect of the method of multi-frame CT image
sequencing big data clustering, a simulation experiment was carried out. The experi-
mental operating system is Windows 10, and the simulation software is matlab 7.0. The
traditional method is selected as the experimental comparison method to comprehen-
sively compare the performance of different methods. The experimental data are shown
in Fig. 6.

Begin

Get date

Are the 
conditions met

Image reconstruction

Constraints on the image

Get a new image

N

Image initialization

F
End

Fig. 5. DD-TV algorithm flow chart

Fig. 6. Experimental data
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The results are shown in Table 1, Fig. 7 and Fig. 8.

Table 1. Performance comparison

Method Precision Speed

Traditional method 91.86% 321.71 s
DD-TV method 95% 168.3 s

Fig. 7. Clustering effect of traditional method

Fig. 8. Clustering effect of DD-TV method
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The study found that the DD-TV method not only has high clustering accuracy, but
also greatly improves the speed of image data processing.

The DD-TV method does not need to store a large number of data matrix systems,
but calculates the individual data in the matrix sequence at all times, saving a lot of
time and space. At the same time, this method does not need to go through the entire
detector and image, just cyclically calculate the data on the projection line. Compared
with the traditional iterative data clustering method, the overall speed is improved, and
combined with the principle of data standardization optimization, it has an important
impact on the quality of reconstructed images.

With the development of technology, the way of CT scanning is very different from
the past, and multi-frame images can be obtained in a short time. Because the scanning
time is very short, a movie image can be obtained, which can prevent image artifacts
after motion. For the research and analysis of DD-TV data clustering based on multi-
frame CT images, there are also many shortcomings in the experiment. In this paper,
the image is reconstructed only under 2D conditions, and image reconstruction under
3D conditions can be achieved in later studies. Moreover, other optimization methods
can be used in subsequent studies when optimizing the objective function, making the
calculation more accurate. It is hoped that the research in this paper can provide some
help for clinical testing.

4 Conclusion

Along with the development of image processing technology, image feature analysis
method is used for medical diagnosis has become one of the important tool of case
analysis, common medical images with CT image, ultrasound image and X-ray image,
etc., for case analysis and diagnosis of CT image which provides a powerful data
support and intuitive image, in the CT image acquisition, the need for more frame scan
and gathering, finally realizes the sequencing batch clustering large data, analysis of CT
image can improve the efficiency and capacity, is of great significance in the aspect of
doctors for patients. On the basis of studying the characteristics of traditional clustering
methods, a multi-frame CT image sequencing method is proposed. The simulation
results show that this method has high clustering accuracy and low clustering time. The
method proposed in this paper provides a new idea for the further development of
multi-frame CT image sequencing big data clustering technology, which improves the
efficiency and ability of CT image analysis and plays an important role in the accurate
acquisition of patients’ conditions by doctors.
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Abstract. In the research of scale space fusion of medical big data video
image, due to the different spatial management methods of multi-source video
image, the efficiency of multi-dimensional scale space fusion is low, so a new
image scale space fusion method is designed according to the characteristics of
medical big data video image. From the aspect of video image visualization and
multi-dimensional space fusion, the space fusion method is designed respec-
tively, and the sampling survey method is adopted for experimental analysis to
obtain experimental data. The experimental results show that the proposed
method is feasible and reliable.

Keywords: Medical treatment big data � Video image � Scale space fusion

1 Introduction

Image fusion is the integration of two or more complementary bands and useful
information of a sensor into a unified image or integrated image feature for observation
or further processing through a fusion system to achieve more accurate and compre-
hensive recognition of the target or scene. Analyzed image processing method [1].
With the development of society and the advancement of technology, the application of
digital medical equipment in hospitals has become more widespread [2], so medical
video data is growing at an unimaginable speed. However, until now, medical video
image storage and management methods have lagged behind, which has led to great
challenges in medical image video storage and processing [3].

The images of different imaging technologies, imaging directions and anatomical
parts are mixed together, which need to be fused and managed for further analysis and
utilization [4]. Therefore, the problem of video image fusion and processing under
medical big data has become a social hot issue. Medical big data video image contains
a lot of information [5]. There are usually many images for the same scene, so it is
necessary to integrate them to realize information visualization, which can obtain more
accurate and reliable description for the same scene, and improve the accuracy of
medical diagnosis [6]. There are many research achievements on the scale-space fusion
method of medical big data video images, such as the multi-feature based scale-space
fusion method of medical big data video images. Firstly, edge features and average
gradient features of the low-frequency coefficients after multi-scale decomposition
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were extracted, and the correlation signal intensity ratio features of the high-frequency
coefficients were extracted. Then, the edge feature level fusion is used to guide the
pixel level image fusion to obtain the high frequency coefficient. In order to solve the
problem that the simple weighting method in the synthesis module can easily cause
local blurring of edges or textures, the multi-scale decomposition coefficients of the
same position are synthesized in two cases. Finally, the low frequency coefficients of
fusion images are obtained by means of adaptive weighting of average gradient fea-
tures, and the low frequency and high frequency coefficients are inverted by multi-scale
transformation to obtain the fusion images. However, this method has the problem of
poor fusion image quality, and the practical application effect is not good.

It is very important for the hospital information system that the video image scale
space under the medical big data can achieve complete fusion. Instead of simply
overlaying the video images together, they form a composite image with more infor-
mation, reducing the uncertainty of the information. The systematic improvement of
medical image can make the hospital staff master the patient’s medical record infor-
mation more accurately, simplify the work flow, greatly improve the efficiency of the
hospital [7, 8], and make the hospital no longer be unable to distinguish each person’s
electronic information because of the number of patients, thus leading to the decline of
the efficiency of the people’s medical treatment. Therefore, in the hospital big data
environment, the processing and management of video image is very important [9–11].
Then, from the different attributes of video image to explore, we can design the scale
space fusion scheme of medical big data video image.

2 Design of Scale Space Fusion Method for Medical Big Data
Video Image

In terms of the design of video image scale space fusion method under medical big
data, the visualization and multi-dimensional animation in image video should be
considered first, because the data form of these modes is complex [12, 13], and the
attribute problem should be considered to fuse them, as shown in Fig. 1, which is the
image scale space fusion method designed under medical big data.

It can be seen from Fig. 1 that in the process of video image scale space fusion
under medical big data [14], the steps of data processing, visual fusion and multi-
dimensional scale space fusion are carried out at the same time, then the image format
of the same attribute is screened, and the image of the same attribute is fused, and
finally the fusion result is output.

2.1 Visual Fusion Design of Medical Big Data Video Image

Medical data information system is a system that integrates large-scale data, so it is
necessary to fuse the scale space of image and video image retained in the medical
process [15], so as to facilitate the management of staff. Video image visualization is a
process that can not be ignored for video image processing, and it is also a key part for
medical big data video image to realize scale space fusion [16]. The computer tech-
nology is applied to the construction of video image informatization under the medical
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big data. Through the processing of the computer in the video image visualization level
and multi-dimensional animation level, the same attribute data fusion is carried out, so
as to organize the medical big data more conveniently. Therefore, the computer
technology is very important in the video image processing and data attribute screening
fusion [17].

In the process of video image processing, computer visual fusion method can sort
out the same format of visual image. The problem of medical security is very
important. Like the financial information system of the hospital, the video image of the
hospital should also ensure that the patient’s data cannot be leaked, because once the
medical data is leaked, the consequences will be unimaginable. Then the video image
visualization data processing also needs to have the function of medical data protection,
so as to realize the orderly and efficient work of the hospital. The visual fusion method
of video image under the medical big data can guarantee the data screening of the
hospital video image without changing the format, attribute and size, so as to lay the
foundation for the realization of the scale space fusion of video image under the
medical big data [18].

2.2 Multi Dimension Scale Space Fusion Design of Medical Big Data
Video Image

In the scale space of video image, multi-dimensional data is very common, and it is
also common in medical information system, so it is a highly feasible method to use
multi-dimensional scale space fusion method to carry out spatial fusion of medical big
data image, this method is to recombine and fuse the data packets with different
information content. It is the result of upgrading and fusing the video image by using
the key technology of information technology. It uses the relevant functions of data
recognition by computer to fuse the medical video image data in scale space, and uses
the public to filter the data attributes, so as to better manage the video image data [19].
The multi-dimensional scale space fusion method of computer data can also be called

N

Y

Video image of medical 
big data

Data processingVisual fusion Multi-dimensional
scale space fusion

Attribute selectionSelected Comparison

Fusion result

Fig. 1. Image spatial fusion method
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the production tool of video image informatization under medical big data. The multi-
dimensional scale space fusion method of computer data can recognize the size,
attributes, format of image and whether the image can be fused, and filter the data
through the following formula to achieve the goal of data fusion.

Sx¼ 1
n

Xn

i¼1

xj�Xj
� �

xj�Xj
� �T ð1Þ

Formula: T represents the magnitude of multi-source video image data. Since the
feature matrix Sx does not satisfy the diagonal matrix in the geometric matrix, it is
necessary to find the orthogonal matrix W of multi-source data, and meet the rela-
tionship of WTSxW related diagonal matrix. Unilateralization is carried out for matrix
Sx, and the geometric features of the matrix are decomposed in the process of unilat-
eralization. The feature polynomial of feature matrix Sx should meet the following
conditions,

Sx � kIj j ¼ 0 ð2Þ

In the formula: I represents the sequence characteristics of the correlation matrix; k
represents the data satisfying the characteristic values of all multi-source video image
data. The absolute value is the single direction of the support vector. Because the multi-
source video image scale space features need to express all the multi-source data, the
size of the guarantee value is enough [20]. Take k into the correlation diagonal matrix,
and set the corresponding feature vector as V , and establish the relationship as follows:

XjSxW ¼ diag kð ÞV ð3Þ

The orthogonal matrix W of multi-source video image data features is obtained by
formula (3), and W contains V ;V1; � � � ;VX½ �; V , which represents the intersection
features of multi-source data.

3 Experimental Demonstration and Analysis

In order to verify the effectiveness of the proposed scale space fusion method for
medical big data video image, a simulation experiment is designed. During the
experiment, the video image archiving of a hospital is taken as the experimental object,
and the computer fusion experiment is carried out for the different attribute video
images in this system. The traditional method is compared with the scale space fusion
method of video image proposed in this paper, so as to effectively analyze the appli-
cability of the two methods and the practicability in the scale space fusion of video
image. Firstly, the speed and stability of video image data fusion management after the
application of the two methods are compared. The better the index is, the better the
comprehensive performance of the method is. Then the image resolution of different
fusion methods is compared. The higher the image resolution is, the better the fusion
image quality is. Finally, the lower the error rate is, indicating that the higher the fusion
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accuracy is, the better the image is the clearer the image. The design of simulation
experiment parameters is shown in Table 1.

The experimental data are shown in Table 2.

An example of data sample is shown in the figure below (Fig. 2).
After the above experimental preparation process is ready, the data will be sampled

and compared with the scale space fusion method proposed in this paper by using the
traditional method. The experimental results are shown in Fig. 3.

As shown in Fig. 3, the number of video images of the traditional method is
between 0–63, and the number of video images of the method in this paper is between
0–91, which shows that the video image scale space fusion method proposed in this
paper has higher management speed than the traditional method, and the data fusion
management is relatively stable, which shows that the method in this paper is effective
and reliable.

Figure 4 are the image separation rates after the scale space fusion of medical video
image using the traditional method and the method in this paper, which are the main
reflection of the fusion image quality.

It can be seen from the analysis of Fig. 4 that the resolution of the output image is
always lower than 80 dpi after using the traditional method for medical video image
spatial fusion. After using the method in this paper for medical video image spatial

Table 1. Simulation experiment parameter design

Project Parameter

CPU Intel Xeon
CPU hard disk capacity 1.5T
CPU frequency 1.2 GHz
Random access memory 128 GB
Operating system Windows 10
Monitor resolution 1280*1024
Simulation software MALTAB 7.11

Table 2 Experimental data

Parameter Remarks parameter

Multiple video image
management coefficient

6.75 Ensure it is within the controllable range of
the experiment

Number of multiple video image
data sources

7–8 Random collocation

Number of multiple video image
data sources

6G Standard limit unchanged

Data integration accuracy 1.65TH ±0.5TH
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fusion, the resolution of the output image is about 300 dpi, the imaging quality is high,
more clear, and the actual application effect is good.

Image fusion error rate comparison test is shown in Fig. 5.
From the analysis of Fig. 5, it can be seen that the fusion error rate of the traditional

method is between 19% and 23%, while the error rate of the method in this paper is
always lower than 5%, which shows that the image scale space fusion error of the
method in this paper is far lower than that of the traditional method, with high fusion
accuracy and feasibility.

Fig. 2. Example of medical big data video data
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Fig. 3. Comparison diagram of video image data fusion
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4 Conclusions

In the aspect of video image information fusion, it is necessary to classify the database
generation and images with different attribute formats, and to achieve a large number of
fusion of image scale space efficiently to a certain extent, so as to promote the con-
tinuous progress of medical information management technology. So according to the
characteristics of medical big data video image, this paper designs a new image scale
space fusion method. From the aspect of video image visualization and multi-
dimensional space fusion, the space fusion method is designed respectively, and the
sampling survey method is adopted for experimental analysis to obtain experimental
data. The experiment verifies the feasibility and reliability of the design method. This
method is very important for the improvement of medical system, the effective
arrangement of medical data, the convenience of staff operation, and the promotion of

0

50

100

150

200

250

300

350

1 2 3 4 5 6 7

Im
age R

esolution/dpi

Number of experiments(times)

Traditional method
Method of this paper

....................................

..............................

........................

............

....................................

....................................

................................................

..............................

........................

Fig. 4. Different methods of fusion image resolution comparison

1 2 3 4 5 6 7 8 9 10
Number of experiment(times)

Error rate/%

5

10

15

20

25

0

Traditional methods

Method of this paper

Fig. 5. The error rate of different methods is compared

400 X. Wang et al.



medical development. It is also of clinical application value for the people’s life and the
development of the country. In the future research, we should further describe the local
features of medical images, and build a fusion classification model combining local and
global features to further improve the classification performance.
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Abstract. Aiming at the problem of high false alarm rate and failure rate in
traditional data mining methods of malicious attacks, a data mining method of
malicious attacks based on characteristic frequency is designed. Preprocess the
original data in the data set, select the minimum attribute subset, use the dis-
cretization to process the unified data format, take the new subset as the input of
feature frequency extraction of malicious attack data, extract the feature fre-
quency according to the different protocols of malicious attack data transmis-
sion, integrate it into the value data mining algorithm, and use the spatial
mapping principle to realize the malicious attack data excavate. The experi-
mental results show that: compared with the traditional data mining method, the
false alarm rate and failure rate of the designed malicious attack data mining
method based on the feature frequency are reduced by 0.3 and 0.2 respectively,
which shows that the method is more suitable for practical projects.

Keywords: Feature frequency � Malicious attack � Data mining � Spatial
mapping principle

1 Introduction

Various attacks against Android are emerging in an endless stream. Malware detection
for Android has become a very important link in the field of mobile security in recent
years. Among them, web browsing accounts for a very large proportion of these
activities. Because of this, many lawbreakers and hackers aim at the vulnerability of
people’s weak awareness of network security and deliberately carry out malicious
activities attacking and intruding into the user’s system, launching malicious attacks
from different terminals used by the user, no matter web page or software, are extre-
mely vulnerable to serious harm, which is the most serious problem of network security
at present, greatly endangering the data security of the user using the Internet, and even
causing serious economic losses [1].

Due to the continuous improvement of network speed and database technology, the
number of access and operation log data generated in the Internet is increasing [2]. In
the early stage, only relying on human power to extract the characteristic data of
malicious attacks and normal behaviors from the log data has been unable to cope with
the current large and complex network environment, so it is necessary to make
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corresponding improvement according to the actual needs. Using data mining method
is a simple and effective countermeasure.

Data mining refers to the process of extracting effective and potentially useful
knowledge and patterns from a large number of uncertain and rough data, which is
suitable for extracting behavioral features from a large number of historical data [3].
The technical characteristics of data mining meet the application requirements of
building rule base. This can not only improve the accuracy of mining malicious attack
data, but also effectively update the rule base intelligently, greatly ensuring the data
security [4]. However, the traditional data mining methods can not extract the char-
acteristics of malicious attack data completely, which makes it easy to mine out the
normal security data when mining malicious attack data, resulting in data loss. When
using the relevant data, there are different failures, and even the property loss of users.
Therefore, the data mining method of malicious attack based on the characteristic
frequency is designed, and the problems existing in the traditional data mining method
are solved by using the characteristic of the characteristic frequency.

2 Design of Data Mining Method for Malicious Attacks Based
on Characteristic Frequency

2.1 Data Preprocessing

The main task of data preprocessing stage is to randomly sample N records of normal
data and malicious attack data specified in data set D, then filter all attribute Q ¼
Q1;Q2; � � �Qnf g of the selected records, and then filter out the required sub attribute set

q ¼ Q1;Q2; � � �Qnf g according to the expression meaning and processing needs of each
attribute for the next stage of processing.

Assuming that there are T normal data and I malicious attack data in database D,
what we need to do in this stage is to sample N1 normal data set D1 from T normal data
and N2 attack connection data set D2 from T malicious attack data. Take normal data
extraction as an example, open the file containing data set D, read a record in the file as
line, judge line as empty, then close the file, otherwise generate a random number
between [0, T] temp, judge whether temp is less than or equal to N2, if the result is
“yes”, then add the record to D1, otherwise, continue to read the data in the file, cycle
the above operations until all the numbers according to the completion cycle [5].

According to the above process, the algorithm is executed once for malicious attack
data, and the required normal data subset D1 and malicious attack data subset D2 are
selected. The process flow chart is shown in Fig. 1:

The purpose of the above filtering process is to filter out the relevant attributes with
important meanings from the alternate attribute set. At the same time, ensure that the
filtered data is the minimum set of attributes that can fully describe the network
behavior [6].

After the completion of data filtering, discretization is carried out to deal with the
data format. The continuous variables in the data are discretized. According to the
defined functions, the functions are divided into specific linear intervals and given
membership degree. In the very complex network connection data, the field types are
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binary, discrete and continuous [7]. In many previous studies, the treatment of con-
tinuous variables is to divide them into specific intervals according to different interval
settings, which is the division of Cartesian sets [8]. The filtered data q in the data set is
shown in Table 1:

The conversion function of variable q is defined as:

Start

Open record file

Read the next record 
line

Store this record in D2

If temp is less than or 
equal to N2

Y

Determine if line is 
empty

N

Generate [0,I] 
random number 

temp

End

Y

N

Fig. 1. Data filtering flow chart

Table 1. q data example table

Serial number TID q

1 001 500
2 002 400
3 003 600
4 004 700
5 005 800
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f xð Þ ¼
low x� 400
mid 400� x� 700
high x� 700

8<: ð1Þ

According to the above functions, q of all records is transformed into linear interval
q0, and the division results are shown in Table 2.

In the above contents, mid, low and high represent that the q-transform of data set is
divided into three linear intervals. The membership functions of dividing q to these
three linear intervals are given as follows:

flow xð Þ ¼
1:0 x� a
x�a
g�a g� x� a
0 x� a

8<: ð2Þ

fmid xð Þ ¼

0 x� a
x�l
a�g g� x� a
1:0 x ¼ a
x�x
a�x a\x\x
0 x�x

8>>>><>>>>: ð3Þ

fhigh xð Þ ¼
0 x� a
x�a
x�a a� x�x
1:0 x�x

8<: ð4Þ

The membership functions defined by the above three formulas are shown in Fig. 2.
The database information processed by the above membership function is shown in

Table 3.
After discretizing the malicious attack data set D2 and normal training data set D1

processed in the previous stage with the above membership functions, a new attack
training data set D2c and normal training data set D1c are formed as the input of feature
frequency extraction in the next stage.

Table 2. q data example discretization table

TID q q0

001 500 Mid
002 400 Low
003 600 Mid
004 700 High
005 800 High
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2.2 Extract Characteristic Frequency of Malicious Attack Data

Although there are many kinds of malicious attacks, they can be roughly divided into
three forms (because Internet protocol is TCP/IP protocol, network layer is IP data-
gram, network layer is mainly two protocols, TCP protocol and UDP protocol, one is
connection oriented protocol, the other is datagram service) [9].

The first is network packet data itself. Generally speaking, network data packets of
different protocols are generally divided into two parts: Protocol head and data. Pro-
tocol head includes relevant management and control information for network packet
transmission [10]. The information of data part load is generally divided into two kinds:
one is protocol control and management information, the other is data information. The
protocol control and management information of the protocol header and the data part
load are strictly regulated by different protocols. Data information is produced in
various network applications, which can be ordinary binary data sequence or string
sequence [11]. At the IP network packet level, IP network packet encapsulation mainly
includes Internet control message protocol, IGMP (Internet Group Management Pro-
tocol), TCP (transmission layer control protocol) and UDP (User Datagram Protocol).
Most of the network malicious attacks are also realized through these four protocols. In
the attack process, the network packet from the protocol header data and content may
be different from the normal access characteristics [12].

η α ω

low mid high

Fig. 2. Membership function

Table 3. Discrete processing data information

TID q
qlow qmid qhigh

001 0.5 0.5 0
002 1.0 0 0
003 0 1.0 0
004 0 0.5 0.5
005 0 0 1.0
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The second form is the relationship between network packet and packet (packet
sequence). It can be found that in some malicious attacks, although a single data packet
conforms to RFC standard, the sequence of consecutive packets is different from the
normal sequence. Because the data packets transmitted on the network are not arbitrary
but according to the corresponding protocol, the sequence of packets must have its
regularity, showing a specific frequency [13].

The third form is aimed at the statistical characteristics of network connection. In
terms of the performance of data packets, some malicious attacks are similar to normal
packets on the surface of a single packet, and the short-term packet sequence also
conforms to the normal network transmission protocol. However, the statistics of
various ways for a certain period of time or a certain length of network connection will
form unique statistical characteristics, which can be distinguished from normal network
access.

According to the above characteristics of malicious attacks on the transmission
data, we use different data mining algorithms to analyze the huge amount of network
data stored in the database, extract the appropriate characteristic frequency of malicious
attacks data, and ensure that the extracted characteristic frequency does not take any
subjective factors.

Malicious attack data is transmitted according to certain rules and protocols, and the
characteristic frequency is shown in two aspects: one is reflected in the protocol header
of each layer from the data link layer to the application layer, and the other is reflected
in the fixed byte string TCP flow of the data part of the data part of the network data
packet. Through the above analysis, the feature frequency is extracted.

First of all, historical data is classified: each kind of malicious attack data as a
category, normal access data as the background class Z, because the main network
protocol on the Internet is TCP/IP protocol, most of the malicious attack data is also
carried out by TCP/IP protocol, so the main parsing method of TCP /IP protocol is
different. For the common TCP protocol, because the TCP protocol is a connection
oriented transport layer protocol, there is no connection between the whole data gen-
erated by the application program and the real single TCP packet, so the protocol data
part takes all the data transmitted in the complete connection as the analysis object, and
the data part of the single TCP packet as the analysis object. UDP protocol is a
datagram protocol in the transport layer, which is not connection oriented. The data
generated by the application program is completely reflected in each UDP packet, so
the UDP protocol takes a single UDP packet as the protocol data analysis object.

For protocol header data, ICMP and IGMP protocols treat each value of each
specified field as an item in the item set. All values of all specified fields constitute the
item set z = {z1, z2, ��� zn}, and all header field values of each network packet con-
stitute a transaction, that is, the item set. The historical database is transformed into a
transaction database. The Apriori algorithm is used to find the frequent k-term set
which satisfies the minimum support degree for the transaction database of protocol
head type of network data transformation in the attack process. For these k-item sets in
the transaction database which is the normal access data grouping transformation of the
background class Z, the support degree of the background class Z is calculated as S(x),
and then the support degree of the background class Z is calculated as Q(x). When Q
(x) is greater than or equal to the minimum support degree, it indicates that this frequent
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k-item set has specific malicious attack data in the process of malicious attack, and the
change of the support degree of malicious attack data is the characteristic frequency of
malicious attack data, the algorithm of data mining based on feature frequency is used
to mine malicious attack data.

2.3 Implementation of Malicious Attack Data Mining

Assuming that the malicious attack data obey the spherical distribution, the kernel
function is used to map the data space to the high-dimensional kernel space, find a
hypersphere that can contain all the data in the kernel space, find a minimum containing
sphere that contains normal data, and solve the minimum containing sphere (sphere
center, radius) by the minimum maximization method [14]. When identifying a new
data, if the data is inside the sphere, it is considered normal, otherwise it is abnormal.

Firstly, the input space is mapped to a high-dimensional space by kernel function,
in which a sphere containing all training data is constructed; the data points on the
sphere are the obtained support vectors [15]. Assuming that model r x : að Þ represents a
kind of closely bounded data set, the goal of optimization is to find a minimum sphere
with a center of x and a radius of a, and make all samples of the training set fall in the
sphere. Define a minimization problem:

R x; a; gð Þ ¼ x2 þE
X
i

g ð5Þ

Make this sphere satisfy:

x2 � að Þ� gi
gi [ 0; 8i

�
ð6Þ

In formulas 5 and 6, x represents the center of the sphere, a represents the radius of
the sphere, g represents the relaxation variable, and E represents the influence of the
adjustment relaxation variable. By using Lagrange function to solve the minimum
optimization problem under the above constraints, it can be judged that the data
belongs to this class and should meet the following requirements:

z� xð Þ� a2 ð7Þ

In the formula, z represents a normal class, otherwise it is an abnormal class, that is,
a class with malicious attack data. The criteria for determining whether the data belongs
to this class are:

z � zð Þ � 2
X
i

zxþ
X
i

xi � a2 ð8Þ

In the formula, a represents the distance from any support vector to the spherical
center x. When the data in the input space does not meet the spherical distribution, the
input space can be mapped to the high-dimensional space first through the kernel
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technique, and then solved in the mapped high-dimensional space. If the above con-
ditions are rewritten as follows:

J z � zð Þ � 2
X
i

Jzxþ
X
i

Jxi � a2 ð9Þ

In the formula, J represents a linear kernel function. In normal data, the number of
malicious attacks is more, which means that the malicious attack data itself is active
and the behavior is complex. Therefore, the feature frequency is integrated into the data
mining algorithm to find the most suitable hypersphere for data mining, and the
malicious attack data is included in the hypersphere as much as possible, so as to
reduce the false alarm rate of data mining.

The characteristic frequency of malicious attack is integrated into the algorithm: the
normal data activity frequency matrix y ¼ y1; y2; � � �; yn½ � is defined, and n is the
number of training data.

yi ¼

Pm
j¼1

bij

max
Pm
j¼1

bij

 ! ð10Þ

In the formula, i and j are variables, n represents the number of data, m represents
the characteristic frequency, p represents a matrix of m� n, then the problem of
function minimization is as follows:

min R x; a; gð Þ ¼ x2 þE
X
i

yigi ð11Þ

Adjust the corresponding constraints through the above formula:X
i

xi ¼ 1; 0� xi � yi ð12Þ

By constraining the center of data sphere, the feature frequency is introduced into
the algorithm. According to the principle of spatial mapping, the sphere of normal data
and malicious attack data are constructed respectively, so as to realize the mining of
malicious attack data.

3 Simulation Experiment of Data Mining Method
of Malicious Attack

3.1 Data Extraction

Because of the large number of software users in the Android software market, the data
is reliable. The data selection method in reference Android malware outlier detection
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based on feature frequency is used to extract the data. Therefore, use data of Google
store, app store, app Bao and other software were collected as normal sample test sets, a
total of 1,823. 1619 malware was extracted from the above data sources as a negative
sample data test set. In order to ensure the data quality, the missing data processing,
repeated data processing and abnormal data processing are carried out. Then decompile
these apps with apktool and other tools, run them to obtain manifest and small files, and
complete the data extraction. Then we extract the feature frequency of attack data, and
get 874 feature frequencies. Then we integrate the feature frequency of each sample
into the mining algorithm as a new feature.

3.2 Evaluation Index

In order to accurately describe these two concepts and avoid unnecessary misunder-
standing, 4 parameters and 2 evaluation criteria were introduced into the experiment.
Four parameters are as follows:

FP: determine the data as normal data, which is actually the number of malicious
data.

TN: determine the data as malicious data, which is actually the number of malicious
data.

TP: determine the data as normal data, which is actually the number of normal data.
FN: determine the data as malicious data, which is actually the number of normal

data.
2 evaluation criteria are as follows:
False positive rate: normal data is mined as malicious attack data. The calculation

formula of false positive rate M is:

M ¼ FN
FN þ TP

� 100% ð13Þ

Failure rate: malicious attack data is not successfully mined. The calculation for-
mula of failure rate O is:

O ¼ FP
TN þFP

� 100% ð14Þ

3.3 Test Steps

Randomly select 1000 normal data as training set and other normal data and malicious
attack data as test set. The frequency is the number of features contained in each data.
Normalize it and then use it as data mining feature. Traditional data mining methods
based on clustering analysis and data mining methods based on feature frequency are
used respectively. For the convenience of description, a group using the traditional data
mining method is called the control group, and a group using the feature frequency
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based data mining method is called the experimental group. Two groups of data mining
experiments at the same time, according to the experimental results for comparative
analysis.

3.4 Experimental Results and Analysis

Through the above process, the data mining is completed, and the statistical software is
used to count the false alarm rate and mining failure rate results. The statistical results
are as follows.

As can be seen from Fig. 3, the overall trend of the experimental results of the false
alarm rate of the data mining method based on the characteristic frequency is stable at
about 0.1, with small fluctuation; the false alarm rate of the traditional data mining
method is initially around 0.2, with the increase of the number of experiments, the false
alarm rate gradually rises, and finally stabilizes at about 0.4; compared with the two,
the data mining method based on the characteristic frequency of malicious attacks the
false alarm rate of the method is lower than that of the traditional data mining method,
which shows that in the data mining method, the feature frequency is used to effectively
reduce the false alarm rate, which proves that the method is better.

It can be seen from Fig. 4, the failure rate of data mining method based on the
characteristic frequency tends to 0 in many experiments, while in the traditional data
mining method, the fluctuation range is large, the lowest is 0.1, the highest is 0.4, and
the overall trend is high. Compared with the two methods, the failure rate of malicious
attack data mining method based on feature frequency is lower, which shows that this
method is better than the traditional data mining method.

Fig. 3. False alarm rate results of different methods
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4 Conclusions

At present, with the rapid development of network, all kinds of network channels used
by users are vulnerable to malicious attacks, resulting in data loss, even economic loss.
Traditional malicious attack data mining methods have high false alarm rate and failure
rate. In order to solve this kind of problem, a malicious attack data mining method
based on the characteristic frequency is designed, which uses the stability and regu-
larity of the characteristic frequency to reduce the false alarm rate and failure rate of the
data mining method. Through many comparative experiments, it is proved that the data
mining method of malicious attacks based on feature frequency effectively improves
the problems existing in traditional data mining. However, because of the inherent
characteristics of data extraction, the data experimental samples often mix with mali-
cious behaviors, resulting in the deviation of experimental results. These problems need
more in-depth research and discussion.
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Research on Image Recognition Algorithm
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Abstract. In order to solve the problem that the traditional image recognition
algorithm can not guarantee a relatively stable recognition accuracy and poor
robustness under a variety of interferences, the image recognition algorithm
based on depth level features is studied. After preprocessing, such as filtering
and enhancing, the image to be recognized is segmented. The segmented image
is input into convolution neural network, and the feature of depth level is
extracted from the neural network. The feature points of the extracted deep level
features are matched to realize image recognition, and the algorithm of image
recognition based on the deep level features is designed. Compared with the
traditional image recognition algorithm, the designed image recognition algo-
rithm can ensure a more stable recognition accuracy and has better robustness.

Keywords: Depth level features � Image recognition � Algorithm research

1 Introduction

Image recognition technology plays an extremely important role in various fields. Good
recognition technology is the key. How to improve the recognition rate and speed is of
great significance, which is directly related to the practicability and security of image
recognition. Image data, as a common information source, is characterized by huge
information content, complex structure and redundancy. Therefore, compared with
other types of data, digital image processing is more difficult. Image features are the
centralized and simplified expression of image information. Due to different shooting
angles, shooting environments or photographers, the same object will present different
shapes on different images, however, the features used to express the object should be
as stable as possible [1]. Therefore, image features are designed to express the
invariable and essential information of the object in the image. No matter what shape
the object presents in the image, the features of the object in the image can be used as
invariable marks, which can be effectively identified by the computer.

Image recognition is one of the important research topics in the field of computer
vision and pattern recognition. It has a wide range of application prospects in practice,
and it is also an important tool to realize the intelligent society in the future [2]. Deep
level feature is an important theory in deep learning. Based on convolution neural
network, the objects of input network are expressed in deep level feature, which is
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helpful for subsequent processing. Based on the above analysis, this paper designs an
image recognition algorithm based on depth level.

2 Research on Image Recognition Algorithm Based on Depth
Level Feature

2.1 Image Preprocessing

In practical application, the image to be recognized will contain interference factors that
affect the recognition accuracy due to the influence of acquisition equipment, per-
sonnel, environment and other factors. Therefore, image preprocessing is needed before
image recognition.

Firstly, the image is filtered to remove the noise in the image. When the number of
pixels in a region is less than a fixed threshold, it is judged as noise, and the region is
filled as background color to be removed. The size of each connected region is cal-
culated by identifying the connected region of the whole picture. That is, all pixels
belonging to the same connected domain are marked with the same region. Taking the
4-connected identification method as an example, first apply for a piece of identifica-
tion space, scan the image from top to bottom, from left to right, for any pixel with a
value of 0 in the image, the pixel above is t, and the pixel on the left is r. If r = t = 0, a
new identifier will be given to p; if r and t have one of 1, a marker of 1 will be given to
p; if r = t = 1, and there is the same marker, the marker will be given to p; if r = t = 1,
but there are different markers, a smaller value will be given to P, indicating that the
two markers are equivalent. Merge all the equivalent tags, scan again until the tags no
longer change, and complete the image filtering. After image filtering, the image details
are enhanced to facilitate the subsequent extraction of image features [3].

In this paper, image enhancement is realized by gray level transformation or his-
togram equalization. The gray level transformation does not depend on the position of
the pixel in the image. Using the transformation T, the original brightness P in the
range p0; pk½ � is transformed into a new range q0; qk½ �. The gray level transformation for
enhancing image contrast is shown in the following figure (Fig. 1).

Fig. 1. Gray level transformation
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The curves a and b in the image are two different mapping of gray level changes.
The p0; p1½ � and p2; p3½ � areas in a and b are the areas of image contrast enhancement.
The pixel value difference between these two areas is enlarged. For 256 color gray-
scale image, only 256 bytes of storage space is needed to save a look-up table. The
content of the table is the transformed gray-scale value. The original gray-scale value is
used as the look-up index of the table, and the pixel value of each point in the image is
searched and replaced, that is, the gray-scale transformation of the image is completed.
In order to make the object to be recognized have the same gray value in the whole
brightness range, histogram equalization is used.

For an image with G gray levels and size of M � N, create an array H with length
of G, and initialize its elements to 0. Establish image histogram: scan each pixel, and
increase the corresponding H value. When the pixel p has brightness gp, there are:

H gp
� � ¼ H gp

� �þ 1 ð1Þ

Thus, a cumulative histogram Hc is formed:

Hc 0½ � ¼ H 0½ �
Hc p½ � ¼ Hc p� 1½ � þHc p½ � p ¼ 1; 2; . . .;G� 1

�
ð2Þ

Set up T p½ � ,Make T p½ � meet the following formula:

T p½ � ¼ round
G� 1
NM

Hc p½ � ð3Þ

Rescan the image, for the pixel point with gray value of gp, make the new gray
value of T gp

� �
, and get the image after histogram equalization [4]. After image pre-

processing, the image is segmented.

2.2 Image Segmentation

Because a digital image contains too much information, it will bring great interference
to the intelligent recognition of the object in the image. In order to separate some areas
of useless information from the areas of interest, we need to use the means of image
segmentation. In this paper, the edge based segmentation method is used to segment the
preprocessed image.

When detecting the edge of the target, firstly roughly detect its contour points, then
connect the detected contour points according to certain principles, test and link the
missing contour points, and remove the wrong boundary points at the same time [5].
Use the 3 � 3 operator template as shown in the figure below to segment the image
after detecting the edge (Fig. 2).

Research on Image Recognition Algorithm Based on Depth Level Feature 417



Define the gradients in horizontal gx and vertical gy directions:

gx ¼ @f
@x

¼ Z7 þ Z8 þ Z9ð Þ � Z1 þ Z2 þ Z3ð Þ

gy ¼ @f
@y

¼ Z3 þ Z6 þ Z9ð Þ � Z1 þ Z4 þ Z7ð Þ

8>><
>>: ð4Þ

Define gradients in the direction of g0x and g0y diagonals:

g0x ¼ Z2 þ Z3 þ Z6ð Þ � Z4 þ Z7 þ Z8ð Þ
g0y ¼ Z6 þ Z8 þ Z9ð Þ � Z1 þ Z2 þ Z4ð Þ

(
ð5Þ

According to this definition, the generated operator template is as shown in the
following figure (Fig. 3):

After calculating the gradient, the image is segmented according to the gradient.
After image segmentation, deep features of image are extracted.

Fig. 2. 3 � 3 operator template

Fig. 3. Prewitt operator template
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2.3 Deep Feature Extraction of Image

The image deep feature extraction in this paper is carried out in the convolution neural
network. The segmented image is input into the input layer of the convolution neural
network. After processing in the neural network, the feature map is generated, and then
the deep feature of the image is extracted from the feature map [6].

Each layer of CNN structure contains several feature graphs, each of which is
expressed from different scales and layers. Low level feature images can be understood
directly through visualization. They capture the edge of the object and the sharp
changes of the pixel information in the image. The detail texture structure of the
original image is still preserved in the feature image. The visualization results of the
feature map on the high level are not easy to understand, and the high level features are
abstracted and iterated to express the semantic information of the image.

In CNN hierarchical structure, each layer of feature map expresses image infor-
mation from different aspects. Making full use of the information of feature map to
describe image can make the constructed image features have stronger expression
ability. Because the feature images at different levels have different sizes, the higher the
level is, the smaller the size of the feature image is. Therefore, in order to facilitate the
extraction of hierarchical features, it is necessary to adjust the feature images at dif-
ferent levels to the original image size. In this paper, the bilinear interpolation method
is used to sample the feature map at different levels, making it have the same size as the
original image, stacking all the feature maps to build a three-dimensional matrix
F 2 RN�H�W , where H is the height of the image, W is the width of the image, and N is
the number of feature maps. F can be expressed as:

F ¼ upðF1Þ; upðF2Þ; � � � ; upðFLÞ½ � ð6Þ

Among them, up is the upper sampling operation, and the number of characteristic
graphs at the level of upðFlÞ 2 RNl�H�W and Nl [7]. For any region Q on the image, its
descriptor can be represented by N-dimensional vector as DQ 2 RN , and the i-
dimensional di of the descriptor represents the result of describing the corresponding
region pixels on the i-level feature map.

DHF feature extraction process is as follows: the trained CNN model is used in the
original image, and the convolution output layer is selected to construct the image
hierarchy. Re adjust the size of the feature map to the original image. For the feature
extraction unit on the original image, determine its corresponding area on the feature
map, and count the pixel information contained in the area on the feature map. The
low-level feature image still retains rich texture information, and the method of
information entropy is used to count the pixels in the feature area. The maximum and
minimum values of pixels in the statistical region are divided into several intervals.
Count the number of pixels in each interval ni; i ¼ 1; 2; � � � ; bins, bins is the number of
divided intervals, and calculate the probability of pixels falling into each interval pi is
the total number of regional pixels.
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pi ¼ ni
total

ð7Þ

where total is the total number of area pixels. Calculate the information entropy of area
pixels:

H ¼ �
Xbins
i¼1

pi � log2 pi ð8Þ

Information entropy is a kind of quantity used to measure the degree of information
confusion. Specifically, in this paper, the location distribution of significant changes in
the region with lower entropy rate is relatively centralized, and the location of sig-
nificant changes with higher entropy rate is widely distributed in the whole charac-
teristic region [8]. The feature graph at high level has strong abstract semantic
information. In this paper, region average method is used to reduce the influence of
noise in the region. Finally, the DHF feature descriptor of feature extraction unit is
constructed by integrating the high and low level feature map information. Complete
the deep feature extraction of the image to be recognized, match the feature points, and
realize the image recognition.

2.4 Image Recognition

After the feature points in the image are extracted, they need to be matched and
correlated. Image feature matching and association is to find the feature points
extracted from one image and find the matching feature points in another image. This
step is completed by calculating the feature descriptors of the extracted image feature
points, and then calculating the similarity between the feature descriptors. Image fea-
ture descriptor is a kind of vector which can describe the local structure features of
image quantitatively. It can fully represent the local shape and texture structure features
near the feature points. After extracting feature points, the matching and association of
feature points are based on the similarity between feature descriptors. The cosine
distance of the included angle shown in the following formula is used to calculate the
similarity.

d ¼
Pn
i¼1

xiyiffiffiffiffiffiffiffiffiffiffiPn
i¼1

x2i

s ffiffiffiffiffiffiffiffiffiffiPn
i¼1

y2i

s ð9Þ

In the above formula, xi and yi are the feature points to be matched. Generally
speaking, the smaller the distance between two vectors is, the higher the similarity is.
However, in the process of feature matching and association, it is simply considered
that the feature points with the smallest distance between feature descriptors are mat-
ched points, which may cause some mismatches. If there is a feature point A in the
reference image, its feature descriptor is Desca, there may be two mismatches: one is
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that the real feature points corresponding to A in the image to be matched are not
extracted, at this time, only other wrong feature points can be matched; the other is that
in the image to be matched, there may be multiple feature points with the minimum
distance between the feature descriptor and Desca, at this time, there is a one to many
matching problem [9].

In order to reduce the problem of mismatching, we use the ratio of the nearest
distance to the next nearest distance to associate feature point pairs [10]. Suppose that
there are two feature points B1 and B2 in the image to be matched, their feature
descriptors are Descb1 and Descb2 respectively. Compared with the feature descriptors
of all other feature points, the distance between Desca and Descb1 is the smallest, while
the distance between Desca and Descb2 is the second smallest. At this time, it is not
directly considered that point A and point B1 are matched, but the distance between
Desca and Descb1 divided by the distance between Desca and 12 is calculated, when the
ratio is less than a certain threshold, point a and point B1 are considered to match each
other.

Through feature matching and association, the next step of image matching is to
solve a certain spatial transformation model according to the spatial coordinates of
these matching feature points. For two images that need to be matched, one of them can
be regarded as the result of some spatial transformation for the other, and the two can
be modeled according to some spatial transformation model. In image matching, affine
transformation is generally used to model the spatial transformation relationship
between the reference image and the image to be matched. The mathematical model is
shown in the following formula.

x0

y0

1

2
4

3
5 ¼

a1 a2 tx
a3 a4 ty
0 0 1

2
4

3
5 x

y
1

2
4

3
5 ð10Þ

Among them, (x, y) and (x′, y′) represent the coordinates of the midpoint of the two
images respectively, tx; ty

� �
represents the amount of translation, and aj, j ¼ 1; 2; 3; 4

represents the parameters of image rotation, scaling and other transformations. After
the parameters tx, ty and aj are calculated by certain methods, the transformation
relationship of spatial coordinates between the two images can be obtained.

Assume that there are N pairs of matching feature points found in feature matching
and association steps. For affine transformation model, it needs at least 4 pairs of
matching feature points to solve its parameters. For the remaining n − 4 pairs of
matching points, assume that the coordinate of reference image is
Ai i ¼ 1; 2; � � � ;N � 4ð Þ, and the coordinate of matching point corresponding to
Bi i ¼ 1; 2; � � � ;N � 4ð Þ is, take Ai into the result obtained in the previous step, and
calculate the transformed coordinate, assuming that it is 4 A0

i i ¼ 1; 2; � � � ;N � 4ð Þ.
Calculate the distance Di between A0

i and Bi. If the distance is less than a preset
threshold T, the correct matching point of the point is considered as the internal point.
If it is not satisfied, the point is considered as the wrong matching point, which is called
the external point. Make a note of all the inner points, find 4 new pairs in the matching
point pairs, perform the above steps again, and record the inner points every time. After
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repeating the above process many times, compare the number of interior points
obtained each time. The parameter obtained in the most number is the required solution
parameter. Using the obtained parameters, the spatial matching of feature points is
completed and the matching results are output. At this point, the research of image
recognition algorithm based on depth level feature is completed.

3 Algorithm Test Experiment

In order to verify the performance of the algorithm, we choose the image data as the
experimental data in YouTube labeled video dataset (https://research.google.com/
youtube8m/), exclude the unavailable data, take the remaining data as the experimental
sample set, and carry out the comparative experiment with three kinds of commonly
used images A cognitive algorithm is designed. The experimental hypothesis was
verified by comparison.

3.1 Experimental Content

In this section, we compared the robustness of the two image recognition algorithms to
evaluate the advantages and disadvantages of the two algorithms. The experimental
method was comparative experiment. The experiment verification process is completed
under the control of other variables except the experimental variation.

The object of the experiment is 300 images randomly selected from the library, and
each image is then selected 5 images with higher similarity as interference items. The
experiment was divided into three groups, the first group added noise to the experi-
mental image; the second group did blur processing, namely the reverse processing of
sharpening processing; the third group reduced the brightness of the image. The image
recognition algorithm designed in this paper will be compared with the recognition
algorithm based on neural network, the recognition algorithm based on information
fusion matching and the recognition algorithm based on template matching. Taking the
above three algorithms as the reference group of the comparative experiment, the
algorithm proposed in this paper is the experimental group, recording the relevant
experimental data, and completing the experiment.

Add quantization interference to the experimental image according to the quanti-
zation table of external interference degree of the experimental image shown below.
300 images were randomly divided into three groups. After adding different interfer-
ences, the experiment was carried out (Table 1).

Using the image recognition algorithm based on the depth level feature designed in
this paper and its comparative recognition algorithm to recognize the image with
interference, comparing the image recognition accuracy of different algorithms, and
judging the robustness of four image recognition algorithms under the external
interference.
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3.2 Experimental Result

Under the noise interference, the recognition accuracy of the proposed recognition
algorithm and the recognition algorithm based on neural network for the image of the
experimental object is shown in the table below (Table 2).

It can be seen from the above table that the recognition accuracy of the experimental
group algorithm is higher than that of the reference group algorithm after adding dif-
ferent levels of noise to the image. With the increase of the interference degree, the
recognition accuracy of the experimental group algorithm has no significant change, and
the recognition accuracy of the reference group algorithm has a downward trend, and the
decline range is large. It shows that the recognition algorithm proposed in this paper can
guarantee higher recognition accuracy when adding noise interference to the image.

After the experimental image is fuzzy processed, the recognition accuracy of the
proposed recognition algorithm and the recognition algorithm based on information
fusion matching for the experimental object image is shown in the table below
(Table 3).

Table 1. Quantization table of external interference degree of experimental image

Degree of interference Add noise
/pixels

Fuzzy processing
/%

Reduce the luminance
cd/m3

1 10 20 0.05
2 20 40 0.10
3 30 60 0.15
4 40 80 0.20

Table 2. Recognition accuracy under noise interference/%.

Degree of interference Experimental group algorithm Reference group algorithm

1 96.42 88.97
2 95.84 84.43
3 95.76 81.69
4 95.43 79.75

Table 3. Recognition accuracy after fuzzy processing/%.

Degree of interference Experimental group algorithm Reference group algorithm

1 91.16 74.28
2 93.27 72.75
3 91.56 71.97
4 92.48 67.31
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It can be seen from the above table that the recognition accuracy of the experi-
mental group algorithm is higher than that of the reference group after image fuzzy
processing, and does not fluctuate with the increase of the fuzzy degree, but the
recognition accuracy of the reference group algorithm will decrease with the increase of
the interference degree.

After reducing the gray level of the image, the recognition accuracy of the proposed
recognition algorithm and the recognition algorithm based on information fusion
matching for the experimental object image is shown in the table below (Table 4).

After analyzing the above table, the accuracy of the two groups of image recog-
nition algorithms is affected after the gray level of the image is reduced. However, with
the gray level getting lower and lower, the accuracy of the reference group algorithm is
getting lower and lower, but the recognition rate of the experimental group algorithm
does not fluctuate greatly. In conclusion, the image recognition algorithm based on the
depth level features designed in this paper can guarantee high recognition accuracy and
good robustness under various levels of image interference.

4 Conclusions

In this paper, an image recognition algorithm based on depth level features is designed.
Firstly, the image is preprocessed. Secondly, the segmented image is input into the
input layer of convolution neural network, and the feature mapping is generated in the
neural network. Finally, the deep features of the image are extracted from the feature
mapping. Finally, the effectiveness of the algorithm is proved by the comparative
experiment of three traditional image recognition algorithms The algorithm designed in
this paper can ensure high recognition accuracy and good stability under different
levels of interference.
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Abstract. In the process of the development of science and technology in
China, in order to maximize the use of network and high-tech resources, more
and more fields are increasingly being used for artificial intelligence during this
period to meet the growing demand for high technology and requirements.
Artificial intelligence is necessary to detect the shadow of infrared remote
sensing images. Therefore, in the field of image detection, artificial intelligence
must be applied appropriately. In this paper, through the research on the char-
acteristics of artificial intelligence and the artificial intelligence infrared shadow
image detection method, the importance of artificial intelligence for infrared
remote sensing image detection is deeply analyzed. The significance of research
on infrared remote sensing image shadow detection based on artificial intelli-
gence is emphasized.

Keywords: Artificial intelligence � Infrared remote sensing image � Shadow
image detection � Detection method

1 Introduction

Due to the limitation and influence of imaging technology, imaging conditions and
other factors, there are more or less degradation phenomena in the formation of color
remote sensing image, and image shadow is a typical representative [1]. The existence
of shadow will disturb the image processing of computer vision, affect the accurate
interpretation and interpretation of image information, and bring many difficulties to
the follow-up remote sensing image processing, such as target classification and
recognition, image matching, etc., so it is very necessary to detect image shadow.

At present, there are many research results on shadow detection of infrared remote
sensing image. In reference [2], a shadow detection method based on depth information
is proposed. In order to solve the problem of automatic shadow detection in complex
scenes, an automatic shadow detection algorithm for single image based on depth
information is proposed. Firstly, the depth information is used to estimate the normal
and point cloud information of the image, and multi-scale texture filtering is applied to
the image; secondly, the normal, point cloud and chroma information are used to
estimate the shadow confidence and brightness confidence of the filtered image at
different scales, and the shadow boundary correlation multi-scale fusion is applied to
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the two confidence maps, At the same time, the complex shadow boundary information
and structure information are preserved. Finally, Laplace operator is used to optimize
the shadow confidence and get more accurate shadow detection results. However, this
method is too complex and has a long time-consuming problem. In reference [3], a
shadow detection method of infrared remote sensing image based on support vector
machine is proposed. Firstly, the image is segmented into independent regions; sec-
ondly, the high-order energy equation is built by using support vector mechanism to
model the shadow layout information; finally, the minimum equation is used to
determine whether the region is a shadow, but the detection accuracy of this method is
low, and the actual application effect is not ideal.

Artificial intelligence technology has the new characteristics that the previous
science and technology systems do not have. The design and application of artificial
intelligence technology under the Internet background should also be adapted to the
new era and new requirements. The construction of infrared remote sensing image
shadow detection method under artificial intelligence technology should also be
adapted to the modern situation [4]. In order to combine the innovation of science and
technology in the development of image detection methods in the contemporary
development, we must design and construct the infrared remote sensing image detec-
tion technology under the Internet according to the actual situation, which really plays
the role of artificial intelligence technology [5]. There is also a big innovation and
reform in the detection method of shadow images, which makes the artificial intelli-
gence technology more and more important and the inevitability and importance of
using artificial intelligence technology to carry out technological innovation in various
fields [6].

Because most methods of infrared remote sensing image shadow detection rely on
manual work and have strong subjectivity, the detection accuracy decreases. Although
some researches have put forward methods of infrared remote sensing image shadow
detection by computer, there are some defects. In order to solve the problems existing
in the traditional methods, this paper puts forward an infrared remote sensing image
shadow detection method based on artificial intelligence. This method can solve the
problem of complex scene shadow detection, promote the further development of
image shadow detection technology, and can be better applied in many fields.

2 Research on the Characteristics of Artificial Intelligence

In recent years, more and more industries have gradually realized the positive signif-
icance of artificial intelligence [7]. Especially in the era of the Internet, many com-
panies have increased the design and application of artificial intelligence technology,
and gradually pay attention to the new methods of using modern technology and digital
technology in the process of infrared remote sensing image shadow detection. How-
ever, in the actual application of artificial intelligence, some enterprises or fields are not
optimistic after the successful use of artificial intelligence technology. This is because
many companies have succeeded in completing the artificial intelligence technology
under the Internet background. On the contrary, the requirements for the accuracy and
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accuracy of technical work have gradually relaxed, which eventually led to the negative
effect [8].

When looking at the artificial intelligence technology in the context of the devel-
opment of the Internet, even if new technologies have been formed, it is necessary to
pay attention to the emergence of various other problems. It is necessary to exert the
true value of artificial intelligence technology under the Internet, rather than letting it
flow, but sometimes it will affect the work [8]. Many large companies’ optimism about
artificial intelligence makes them want to build and use this technology in the enterprise
to improve the efficiency and accuracy of their work. Due to its uniqueness, artificial
intelligence often has relatively high technical requirements in the process of appli-
cation [10]. Especially for developers, artificial intelligence-based infrared remote
sensing image shadow detection method is the latest method at this stage [11]. Under
such a background, the research on artificial intelligence-based infrared remote sensing
image shadow detection method has gradually become an important topic. It is nec-
essary to seize the opportunity, give play to the important role of science and tech-
nology, promote scientific and technological progress and innovation, improve the
updating and upgrading of shadow image detection methods, and strengthen the
innovation and upgrade of image detection methods in the intelligent context [12].

3 Research on Shadow Detection Method of Infrared Remote
Sensing Image Based on Artificial Intelligence

China’s high-tech has shown a state of rapid development. Infrared remote sensing
image shadow detection has also received more and more attention. The solution to the
problem of shadow detection is also mentioned on the agenda [13]. Due to the shadow
of infrared remote sensing images, the inspectors are often in a state of long-term
intense work, which not only exacerbates the psychological pressure of the staff, but
also increases the difficulty of image discrimination [14].

According to Table 1, in the context of intelligence, the Internet and artificial
intelligence present new features that China has not had before, in terms of techno-
logical innovation, application, and implementation [15]. This uniqueness has created
the inevitability and particularity of the rapid development of various fields in the
Internet age [16]. Artificial intelligence infrared remote sensing image shadow detec-
tion method has new features that traditional image detection methods do not have [17].
For the development and innovation of detection systems in the context of artificial
intelligence, it is also necessary to adapt to the new era and new requirements, and the
improvement of detection methods should also be adapted to the modern situation.

Table 1. Artificial intelligence technology information sheet

Constitute Availability Effective rate

Computer technology 87.4% 38.2%
Data base 69.2% 65.8%
Visual technology 76.4% 67.2%
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According to Figs. 1 and 2, it can be known that the projection method of infrared
remote sensing images plays an important role in the detection of shadows. In the
projection of an image, the probability of projection for a region can be expressed by
the following formula:

PðA=BÞ ¼ PðB=AÞ � PðAÞ=PðBÞ ð1Þ

This formula shows the probability that an A event will also occur under the
condition that the B event occurs, which is equal to the conditional probability of the
occurrence of the B event under the condition of the A event, and then multiplied by
the probability of the A event, and then divided by the probability of the occurrence of
the B event [18]. When A and B are replaced by S and T, the total probability values of
S and T and the conditions to be satisfied can be expressed by the following formula:

Rc sð Þ ¼ sjI s; tð Þ[ 0f g ð2Þ
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According to Fig. 3, with the modernization of China, in recent years, the state’s
investment in artificial intelligence technology and remote sensing technology is
gradually increasing. This has enabled the technical work in various parts of the
country to be carried out in an orderly manner, and the demand for shadow image
detection and recovery is growing. It has led to the booming image detection industry
and artificial intelligence technology [19]. For radiance in remote sensing technology,
the following formula can be used to calculate:

Le ¼ dLe=d cos h ð3Þ
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In the formula for radiance, h is the angle between the given direction and the
normal of the source cell. The research on shadow detection method of artificial
infrared infrared remote sensing image is to analyze and research the modern image
detection problem on this basis. Also, it discusses and discusses the solutions to the
common problems in the current shadow image detection process, improving the
quality and efficiency of shadow image detection. At the same time, the technical
support for scientific and technological personnel is strengthened and the harmonious
development of science and technology is jointly promote in all aspects of China [20].

4 Verification of Shadow Detection Method for Infrared
Remote Sensing Image Under Artificial Intelligence

The research on shadow detection method of artificial infrared infrared remote sensing
image is based on such a society, in order to alleviate the psychological pressure of staff
and enable them to concentrate on their work. If the person inspected does not have
artificial intelligence awareness and works blindly without professional training, it may
cause mishandling of the monitoring work or even cause an accident. If the staff does
not have good physical and psychological qualities, they will not be qualified for the
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shadow detection of infrared remote sensing images. Therefore, inspectors must con-
duct job tests and professional training before working, especially to know the char-
acteristics and characteristics of artificial intelligence.

According to Fig. 4, the development of modern social science and technology is
very rapid. Work in all industries is linked to technology, the Internet, and artificial
intelligence. Artificial intelligence infrared remote sensing image shadow detection
method is the product that emerged in such a large environment (Fig. 5).

As you can see from the above figure, when testing, you must first put your own
safety first. In the process of testing, all units and enterprises must make every effort to
ensure the full use and utilization of artificial intelligence technology, increase the
effectiveness of detection, and avoid the occurrence of detection errors. As a new type of
high-tech detection method, artificial intelligence infrared remote sensing image shadow
detection method can effectively improve the technology and innovation consciousness
of the inspectors. It can also reduce the psychological burden and psychological pressure
of the workers, ensure the completion of the project on time, quality and quantity, and
improve the quality and effectiveness of shadow image detection.

According to Table 2, the application of artificial intelligence technology in the
Internet age and the design of image detection methods are in line with modern work
requirements. In actual work, it has to play a positive role and truly achieve
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Fig. 5. Shadow image detection process diagram
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technological innovation. The development of modern society is very fast, and the
work of various industries must be related to technology, the Internet and artificial
intelligence technology. The artificial intelligence-based infrared remote sensing image
shadow detection method is a product that emerges in such a large environment
(Figs. 6 and 7).

Table 2. Infrared remote sensing shadow detection table

Detection project Definition Shadow influence

Infrared camera High Great
Infrared radiometer Low Great
Color infrared photography High Small
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According to the above two figures, the image detection system under the back-
ground of rapid development of science and technology has a big innovation and
reform. This has caused the importance of artificial intelligence technology and infrared
remote sensing technology in image detection, and the difficulty and necessity of
constructing artificial intelligence in various regions. Therefore, there must be a ded-
icated technical staff to carry out technological innovation, fundamentally solve the
problems of image detection, and ensure the smooth progress of shadow image
detection.

In order to further verify the superiority of the artificial intelligence-based infrared
remote sensing image shadow detection method proposed in this paper, a comparison
experiment of detection accuracy was conducted. The experimental results are shown
in Fig. 8.

The analysis of the figure above shows that the detection accuracy of reference [2]
method is 54–73%, and the fluctuation is unstable, indicating that the detection
accuracy of traditional methods is low and unstable. The detection accuracy of the
proposed method remains above 94% and the fluctuation is relatively stable, indicating
that the method in this paper can accurately detect the shadow of infrared remote
sensing image with good stability.

Based on the above experiments, the detection time of different research methods is
compared, and the results are shown in Table 3.

According to the above table, the detection time of the reference [2] method is
between 13.5 s–18.1 s, while the detection time of the proposed method is before
1.2 s–1.6 s, which is much lower than that of the experimental comparison method,
indicating that the infrared remote sensing image stealth detection method based on
artificial intelligence has a short detection time and high efficiency.
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5 Conclusion

According to the unique characteristics of remote sensing image shadows, artificial
intelligence infrared shadow image detection method is proposed to improve the
detection accuracy of shadows. It is necessary to combine the innovation of artificial
intelligence in the development of image detection methods in contemporary devel-
opment. Therefore, we should carry out the improvement and update of the infrared
remote sensing shadow image detection method under the Internet according to the
actual situation, and truly play the role of artificial intelligence. In the era of the
development of artificial intelligence, the design method of infrared remote sensing
shadow image detection should meet the modern operation requirements. It plays an
active role in actual work to truly achieve technological innovation.
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Abstract. The rapid development of computers has improved the scope of
dynamic knowledge network learning applications. Online learning has brought
convenience to people in time and place. At the same time, people began to pay
attention to the efficiency and quality of online learning. At present, the network
knowledge storage system is distributed storage system. The distributed storage
system has great performance in terms of capacity, scalability, and parallelism.
However, its storage node is inexpensive, and the reliability is not high, and it is
prone to fault. Based on the designed fault detection model detection path,
relying on building the knowledge data node fault detection mode, constructing
the knowledge data link fault detection mode, completing the fault detection
model detection mode, and finally realizing the dynamic knowledge network
learning system fault intelligent detection technology research. The experiment
proves that the dynamic knowledge network learning system fault intelligent
detection technology designed in this paper reduces the fault rate of the network
learning system by 37.5%.

Keywords: Network learning � Fault detection � Intelligent detection �
Technology research

1 Introduction

Network learning advocates students as the main body, while intelligent network
learning system is characterized by students’ personalized learning [1]. The organi-
zation of domain knowledge and intelligent navigation are the basic problems to realize
personalized learning in intelligent network learning system [2]. In this era of infor-
mation explosion, learning determines its own competitiveness. However, many people
spend a lot of time and money to enrich themselves through various channels. As a
result, they find that what they finally master is fragmented information, which can not
form a complete knowledge framework [3]. These isolated knowledge can not be used
to solve practical problems, so it is particularly important to build a perfect knowledge
learning system.

The dynamic knowledge network learning system jointly created by network
technology, computer technology and communication technology has become an
emerging learning method, providing the masses with convenient conditions for
learning anywhere and anytime [4]. The storage system in the network learning system
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is composed of multiple storage points, but multiple storage points are prone to data
synchronization failure and serial effects [5]. When a virus invades one of the storage
points, the relevant storage points may be implicated. Based on the above situation, the
network learning system should adopt the fault intelligent detection technology to
automatically detect the entire learning system before the network knowledge system
fails, and find the place where the fault may occur, by backing up, copying, transfer-
ring, etc. the knowledge data. Which means to process the network learning system to
ensure the integrity of the knowledge data and the security of the network learning
system [6]. The experiment proves that the network learning system using the auto-
matic fault monitoring technology can greatly reduce the fault rate of the system itself.
In order to reduce the failure rate of dynamic knowledge network learning system, this
paper proposes a new fault detection technology for dynamic knowledge network
learning system.

2 Fault Detection Path Design of Dynamic Knowledge
Network Learning System

The most common faults in dynamic knowledge network learning systems are data loss
and data confusion. The system loses a lot of data and the system knowledge cannot be
acquired normally.

Set the data loss rate of the dynamic knowledge network learning system as
uk ¼ Kxk , the following formula can be obtained.

xkþ 1 ¼ Adxk þðB0 þDFðskÞEÞuk�dþ 1 þðB1 � DFðskÞEÞuk�d

yk ¼ Cxk

�
ð1Þ

Assuming the probability of data confusion is r, then:

Pðfk ¼ 0Þ ¼ r;Pðfk ¼ 1Þ ¼ 1� r ð2Þ

If the estimated error of the state observation parameters of the dynamic knowledge
network learning system is set as eðkÞ ¼ xðkÞ � bxðkÞ, no data loss or confusion will
occur. The state estimation error can be calculated by using the following formula:

ekþ 1 ¼ Aek þBKek�dþ 1 þB1Kek�d þDFEKek�dþ 1 � DFEKek�d ð3Þ

In the above formula, the following formula can be obtained by introducing the
augmented vector hk ¼ xk; ek½ �T .

hkþ 1 ¼ A 0
0 A

� �
hk þ ðB0 þDFEÞK 0

DFEK B0K

� �
hk�dþ 1

ðB1 � DFEÞK 0
�DFEK B1K

� �
hk�d

ð4Þ
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The following formula is used to represent the estimation error of state observation
parameters in the case that data of dynamic knowledge network learning system cannot
be obtained.

ekþ 1 ¼ A� LCð Þek þB0Kek�dþ 1 þB1Kek�d

þDFEKxk�dþ 1 � DFEKxk�d
ð5Þ

The fault detection path model of random switching control can be established by
using the following formula:

zðkþ 1Þ ¼ AðnkÞzðkÞþA3zðk � dþ 1Þ ð6Þ

The following state observation parameters can make the fault path detection model
approach stable.

nðkþ 1Þ ¼ Ac11 Bc1

0 I

� �
nðkÞþ qðkþ 1Þ

0

� �
þKðkÞ

kðkþ 1Þ � Ac21 Bc2
� �

nðkÞ� � ð7Þ

In the above formula, KðkÞ is used to describe the kalman filter increment.
According to the method described above, the fault detection path of dynamic

knowledge network learning system is designed by using the residual of observation
parameters. The detection path is shown in Fig. 1.

Core knowledge 
system

Other knowledge 
systems

Backup 
knowledge system

disk array

Lo
ca

l d
at

a 
ce

nt
er

Backup 
knowledge 

system

disk array

R
em

ot
e 

da
ta

 b
ac

ku
p 

ce
nt

er

D
at

a 
tr

an
sf

er

Fa
ul

t d
et

ec
tio

n

D
at

a 
sy

nc
hr

on
iz

at
io

n

Fig. 1. Fault detection model detection path
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The fault detection path ensures the security of the knowledge data in a single disk
by copying and transferring [7, 8]. If the knowledge data in the storage system is lost,
all knowledge acquisition in the entire network learning system cannot be performed
normally [9]. Therefore, ensuring the security of knowledge data in the system is a top
priority.

3 The Fault Detection Model of Dynamic Knowledge
Network Learning System Is Constructed

In the dynamic knowledge network learning system, each operation execution time and
system feedback time delay of acquiring knowledge are negligible [10]. The network
learning system applies network technology to transmit knowledge information, and at
the same time, the system has the possibility of fault [11].

3.1 Building Knowledge Data Node Fault Detection Mode

Let G = (p, K) represent the network in the knowledge learning system, G is a vector,
and n = (1,…, n) represents the set of knowledge storage points in the knowledge
learning system [12]. Then, K � p � p represents a collection of knowledge links in
the knowledge learning system. Expressed as function [13]:

FY ¼ FX � 2p ð8Þ

Where FY is the value range of the knowledge system, FX is the natural number set,
and formula (1) represents the set of knowledge nodes. A indicates the set of storage
node faults at a certain moment. If the input data produces set A, it indicates that the
knowledge data node is not faulty, and the knowledge data is not lost in the storage
system [14]. If the input data does not generate the set A, it indicates that the
knowledge data node is faulty, and the corresponding knowledge data is lost. The
dynamic knowledge network learning system will automatically detect the cause of the
loss and synchronize the data in time.

3.2 Building the Knowledge Data Link Fault Detection Mode

The link refers to the path passed by the knowledge node in the network knowledge
system. The two knowledge nodes belong to the neighbor relationship, and the
network path from the m knowledge node to the n knowledge node is represented by
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m-n, and the two adjacent relationship knowledge nodes in the knowledge system
[15], using neighbor(n) to represent its path set. There are two functions for the link
between the node m and the n node, namely: sendm,n(A) and receivem,n(A). The
former is to pass the information A in the knowledge node m to the knowledge node
n, if the knowledge node n receives the information A in the knowledge node m,
then the knowledge node m passes the latter function to the knowledge point n [16].
Expressed by function:

ym ¼ ym; ym � Td
ym � R; ym � Td

�
ð9Þ

Where ym is the information amount of the m node, Td is the difference between the
information amounts of the m node and the n node, and R is a natural integer. For the
knowledge storage nodes m and n, under the premise that the m-n link is complete, the
knowledge storage node m transmits information to the n through the link. If the sendm,

n(A) and receivem,n(A) functions are displayed in the system, it means that the link is
not faulty, and the information won’t be lost while transmitted in the link. If both
sendm,n(A) and receivem,n(A) functions are not displayed in the system, or only one
[17] is displayed, it indicates that there is a problem between the two knowledge nodes,
the dynamic knowledge network learning system will automatically monitor the cause
of the problem and fix it in time.

3.3 Establishment of Intelligent Fault Detection Model

When a knowledge node or a link in the dynamic knowledge network learning
system has problems, it will affect the normal operation of the knowledge learning
system [18, 19]. The introduction of fault self-energy monitoring technology is
mainly to automatically detect the entire learning system and find out where the fault
may occur before the network knowledge system fails [20]. Before the fault occurs,
the network learning system is processed by means of backing up, copying, and
transferring the knowledge data to ensure the integrity of the knowledge data and the
security of the network learning system [21, 22]. The fault detection algorithm is as
follows:
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Var Dp: //Fault detection module of initial process p; 

Rp "π": The initial process p has a corresponding timer for any of the 

processes in the set π; 

Initialization: 

Dp=φ; 

Forall q do rp "q=δ+υ"; 

Start sending process,send message with interval δ: 

Forall q do send <alive> to q; 

Receive process, q reset after receiving <alive> message: 

Rp "q=δ+υ"; 

Detecte faults when rp "q" exceeds interval δ: 

Dp=Dp∪q 

The fault detection technology is based on the delay of knowledge node infor-
mation [23], d is the transmission period of information fault detection, and the
knowledge data node sends the <alive> message [24, 25] according to the d period, if
the response feedback message has not been received within a certain time, which
indicates that the dynamic knowledge network learning system has failed (Fig. 2).
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Based on the fault detection model detection path design, the knowledge data node
fault detection mode is built, the knowledge data link fault detection mode is built, and
the network learning system fault intelligent detection model is realized.

4 Experimental Design and Result Analysis

In order to verify the effectiveness of the research on the fault intelligent detection
technology of the dynamic knowledge network learning system proposed in this paper,
the simulation test is carried out. During the test, two different dynamic knowledge
network learning systems are used as test objects to test whether the system which
gained knowledge per unit time failed. The knowledge data of two learning systems,
English, mathematics, and physics are simulated. In order to ensure the accuracy of the
simulation test, multiple simulation tests are performed, and the data generated by
multiple tests are presented in the same data chart.

Start

path 
analysis

Building fault 
detection mode of 
knowledge data 

node

Building 
knowledge data 

link fault detection 
mode

Re set up

Y

N

End

Condition judgment

Fig. 2. Implementation process of intelligent detection model for network learning
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4.1 Data Preparation

In order to ensure the accuracy of the simulation test process and results, the test
parameters are set. The simulation test uses two different dynamic knowledge network
learning systems as the simulation test objects, simulates the number of system faults,
and analyzes the simulation test results. Due to the amount of knowledge, the com-
plexity of knowledge information, and the difficulty level of knowledge information
contained in different stages and levels of knowledge data are different, the amount of
correct knowledge is also different, and it has an impact on the test results. Therefore, it
is necessary to ensure that the difficulty, subject and study time are consistent during
the test. Set the tester’s network learning time to 24 h. The test data setting results in
this paper are shown in Table 1.

4.2 Analysis of Test Results

The experimental results are counted as a contract collection schedule, and the test
results are shown in Table 2.

Table 1. Test parameters setting

Type Complexity

Junior middle school English
Math
Chemistry
Physics

High school English
Math
Chemistry
Physics

University English
Chemistry
Math
Physics

Graduate student English
Math
Chemistry
Physics
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The numbers behind the subjects in the table indicate the difficulty of knowledge.
The larger the number, the more complicated and difficult the relevant knowledge is.
Because 12 different execution parameters are set during the test, it is impossible to
obtain the experimental results at a glance, thus affecting the comparative analysis of
the two systems. According to Table 2, the comparison of the number of faults of the
system when acquiring knowledge is shown in Fig. 3.

Table 2. Number of system faults when acquiring knowledge

System type Subject Number of faults

Traditional system English1 0
English2 1
English3 1
English4 2
Math1 1
Math2 0
Math3 1
Math4 1
Physics 1 0
Physics 2 1
Physics 3 1
Physics 4 2
Chemistry1 0
Chemistry2 0
Chemistry3 1
Chemistry4 2

The system designed in this paper English1 0
English2 0
English3 0
English4 0
Math1 0
Math2 0
Math3 0
Math4 1
Physics 1 0
Physics 2 0
Physics 3 0
Physics 4 0
Chemistry1 0
Chemistry2 1
Chemistry3 0
Chemistry4 1
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In the figure, the abscissa is the degree of difficulty of knowledge, and the ordinate
is the number of times the system fails when acquiring knowledge. The horizontal and
vertical coordinate data are referred to Table 2. It can be seen from Fig. 3 that the
dynamic knowledge network learning system fault intelligent detection technology
research is significantly reduced compared with the traditional system.

In order to further verify the superiority of this method, the failure rate of dynamic
knowledge network learning system is compared after the application of different
methods. The results are shown in Table 3.

As can be seen from the above table, the intelligent fault detection technology of
dynamic knowledge network learning system designed in this paper reduces the failure
rate of network learning system by 37.5%.
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Fig. 3. Number of system faults when acquiring knowledge

Table 3. System failure rates were compared by different methods

Number of experiment Traditional system The system designed in this paper

20 39.7% 0.6%
40 40.2% 0.9%
60 38.1% 0.5%
80 35.6% 1.0%
100 38.2% 0.4%
120 37.4% 0.6%
Average 38.2% 0.7%
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5 Conclusion

This paper proposes a research on intelligent detection technology for dynamic
knowledge network learning system fault, based on the design of fault detection model
detection path, relying on building knowledge data node fault detection mode, con-
structing knowledge data link fault detection mode, the construction of fault detection
model detection mode is completed, and finally the fault intelligent detection tech-
nology studied in this paper is realized. The tests in this paper show that the research on
fault intelligent detection technology is effective. It is hoped that the research of fault
intelligent detection technology in this paper can provide a theoretical basis for the
research of fault intelligent detection technology in dynamic knowledge network
learning system.
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Abstract. Because the latitude and longitude feedback of the traditional ocean
monitoring buoy is not accurate, a method of ocean monitoring buoy positioning
based on visual feature recognition is proposed. By selecting buoy shape and
material, the communication module and image acquisition module are designed
Complete hardware design. In the software design, according to the angle
between the lowest pixel, the highest pixel and the horizontal direction, the
positioning analog signal is selected. Through the E-R model and the buoy
information table field, the database design is completed. So far, the design of
the buoy positioning system based on visual feature recognition is completed.
According to the simulation results, the longitude and latitude coordinates of the
design system feedback can be accurate to four decimal places, which shows
that the designed positioning system is more accurate.

Keywords: Visual feature recognition � Marine monitoring buoy � Positioning
system design

1 Introduction

The sea is the origin of life, containing countless treasures and resources. The rational
use and development of the oceans have an important impact on our economic
development and social progress. At the same time, various natural disasters caused by
the oceans also have a huge impact on social development and human life. China’s
marine disasters are relatively serious, which are affected by marine pollution, red tide,
typhoon, storm surge and so on. It is urgent to strengthen the monitoring and research
of marine environment [1]. At present, the main methods for locating buoys are GPS,
simulated annealing and extended Kalman filter. Among them, GPS technology is to
send the buoy signal to the remote monitoring center through the wireless GPRS
network, and use the network technology to obtain the buoy positioning information.
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The simulated annealing algorithm can locate the target effectively by establishing the
target function of the buoy system and establishing the reasonable receiving and
stopping criterion. The extended Kalman filtering algorithm uses the relative azimuth
information of the aerial sonar buoy and the aircraft to determine the position of the
buoy. However, the longitude and latitude feedback of the traditional marine moni-
toring buoy positioning system is not accurate enough, so a visual feature recognition
based marine monitoring buoy positioning system is designed. Visual feature recog-
nition is a method of feature recognition based on the main features of the content
image (such as color, texture, and shape). Visual feature recognition is not only applied
in the field of computer, but also widely used in industrial design, civil architecture and
geographic mapping. For example, in the production of industrial equipment parts,
through the application of visual feature recognition method, it can be intuitively
analyzed whether there are defects in the shape of parts. This paper will carry out buoy
positioning through this mechanism. The innovation point of this paper is that when
setting the buoy position, the camera is used for pixel calibration, and some sampling
points are selected on the spatial physical coordinate plane, the pixel coordinate dif-
ference is considered, and the relative uniform part of the difference is selected to set,
thus the scientific distribution of the buoy position is raised.

2 Design of Buoy Positioning System for Ocean Monitoring
Based on Visual Feature Recognition

Marine monitoring technology is a comprehensive high-tech which integrates com-
puter, information and sensors, database, remote communication and other disciplines.
It integrates the development achievements of many disciplines and represents the
development frontier of high technology. With the development of related disciplines
and technologies, real-time image processing technology has been more and more
integrated into various fields of society. As an important part of the three-dimensional
monitoring network of marine environment, the marine buoy monitoring system based
on real-time monitoring image has the advantages of stable operation, strong resistance
to external damage, large bearing capacity and long working time [2]. A positioning
system is designed for the marine monitoring buoy, including the buoy system, shore
station receiving system and upper computer. The overall structure is shown in the
figure below (Fig. 1):
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The hardware design of buoy positioning system mainly includes buoy body,
power supply system module, protective equipment, sensor, anchoring system. In the
software design, we make full use of DSP/BIOS real-time operating system and scom
communication module to manage various tasks, and use TI’s class/micro driver model
and CSL’s API to optimize the algorithm design. This design not only improves the
utilization rate of driver code, but also ensures the real-time positioning of the system
[3]. Next, the hardware and software of the system are designed respectively.

3 Hardware Design

3.1 Design Buoy

It mainly includes buoy components, batteries, solar panels and various sensors, etc. To
prove that the foundation of stable operation of buoy on the sea surface is similar to the
cone-shaped buoy, as shown in the following figure (Fig. 2):

Fig. 1. Marine monitoring buoy positioning system

Fig. 2. Cone like floating body

Design of Buoy Positioning System for Ocean Monitoring 451



Therefore, the design of the buoy is very important. It is necessary to analyze the
wave response of the conical buoy in this paper. By analyzing the roll response and
heave response, the buoy shape that is most suitable for the design conditions of this
paper is selected [4]. According to the size of the conical buoy, the deck diameter is
3 M, the bottom diameter is 1.5 m, the depth and draft are 0.4 m, and the displacement
is 3 T. The Rao (floating body response under the action of unit regular wave
amplitude) of the target at different wave angles has the following response function
with time under simple harmonic Rðx; b; tÞ:

Rðx; b; tÞ ¼ ARe Hðx; bÞj jeiðxtþuÞ
h i

� ð1Þ

In formula (1), A is the incident amplitude value; Re is the heave response; Hðx; bÞ
is the transfer function; eiðxtþuÞ is the frequency. As for the selection of the material of
the buoy, it is very important for the stable and continuous operation of the buoy.
Especially in the sea areas with high temperature, high salinity and frequent sea con-
ditions in South China, the influence of target materials is very obvious. At present, the
buoy materials at home and abroad are mainly steel, plastic and chin alloy. Their
comparisons are as follows (Table 1):

Comparing the anticorrosive properties, merits and demerits and cost of several
materials, the standard skeleton of the buoy chooses 316 stainless steel with good
corrosion resistance. The buoyancy chamber of the standard body selects EVA material
as the foam floating body to provide support for the buoy. So far, the design of the
buoy body has been completed.

3.2 Design Image Acquisition Card

Real time image processing technology has been more and more integrated into various
fields of society. As an important part of the three-dimensional monitoring network of
marine environment, the marine buoy monitoring system based on real-time monitoring
image has the advantages of stable operation, strong resistance to external damage,

Table 1. Performance comparison of buoy materials

Floating
body
material

Anticorrosive Advantage Disadvantages

Steel Poor Mature, low cost Easy to corrosion
Stainless
steel

Good Heat and high temperature
resistance, a wide range of
applications, many categories

The high cost

Engineering
plastics

Good
corrosion
resistance

High rigidity, high mechanical
strength

The price is
expensive and the
output is small
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large bearing capacity and long working time [5]. Image acquisition card is the
foundation of buoy positioning system based on visual feature recognition. It needs to
meet the requirements of miniaturization, lightweight, low power, long life, safety and
no pollution. At present, most of the offshore buoys are powered by batteries and solar
panels. Due to the constraints of the environment and battery life of the offshore buoys,
the batteries need to be replaced every three months or so. Based on the existing power
supply equipment, this paper designs the image acquisition card, uses the new marine
energy (wind energy, wave energy) to realize the self power supply of the acquisition
card, extends the maintenance free period, and ensures the long-term stability of the
buoy. First, the circuit connection diagram of the acquisition card is designed as shown
in the following figure (Fig. 3):

Description of the circuit connection diagram of the acquisition card: in the whole
circuit board, if the power start button is started, the contactor ln is powered on and
self-locking, and the normally open contacts d5 and D6 are closed, the whole acqui-
sition card circuit board is powered on. The control signal is fed back to the lower
computer through R1 1 kX serial interface, to ensure that the acquisition card drives the
horizontal or vertical DC motor to rotate in the positive and negative directions
according to the acquired control signal [6]. The control voltage of the circuit board is
realized by two switch type step-down regulators D1 and a single channel analog

Fig. 3. Circuit connection diagram of acquisition card
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switch. According to the analog switch of control signal management channel, the
acquisition card selects a reasonable resistance, and then regulates the output voltage.
So far, the hardware design of the system has been completed.

4 Software Design

The working environment of the designed and developed buoy positioning system is
long-term, continuous and unattended. Considering that LabVIEW software has
powerful functions, flexible programming and friendly human-computer interface, it is
specially selected as the foreground development tool, while SQL server has powerful
data management functions, as a network database, and the system functions realized
by the monitoring system are shown in Fig. 4:

Next, the software of the detection buoy positioning system is designed.

4.1 Select Positioning Analog Signal

Analog signal includes current signal and voltage signal, which are located through
serial port. The system obtains the target information through two CCD cameras [7].
Based on the principle of binocular vision (head up binocular vision principle, and
some adjustments are made), the triangle relationship between the target point and two
cameras is used to locate the target. The system studies the target positioning according
to the following steps: first, determine the position and orientation of the two buoy
cameras in the work area, the distance between the two cameras (baseline distance);
determine the corresponding relationship between the pixel coordinates and the
physical angle; use the triangle principle to calculate the physical coordinates of the

Fig. 4. Functional structure diagram of marine monitoring buoy positioning system
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intersection of the two projection lines. Select a number of sampling points on the
existing spatial physical coordinate plane (sampling at equal intervals), find out the
pixel coordinates of the camera corresponding to the sampling points, observe the pixel
coordinates corresponding to each sampling point, verify the pixel coordinates differ-
ence between each sampling point, select the parts with relatively uniform difference,
determine the lowest pixel point and the highest pixel point selected, and measure the
angle. The calculation formula is:

P End � P Start
hQ

¼P End � Pixel
h

ð2Þ

In formula (2), P End is the highest pixel, P Start is the lowest pixel, hQ is the
camera angle corresponding to the selected lowest pixel and the highest pixel, as the
maximum field angle. In the case of a single camera, the angle relationship between
them is shown in the following figure (Fig. 5):

After obtaining the angle relationship, the corresponding relationship between the
spatial physical coordinates of the sampling point and the pixel coordinates of the image
can be established: The horizontal distance between the two cameras is L, and the width
of the delimited area W is used for projector projection. The angle between the highest
pixel of the left camera and the horizontal direction is hL, and the angle between the
lowest pixel of the right camera and the horizontal direction is hL. According to these
two included angles, the positioning analog signal is finally determined.

4.2 Database Design

Database is a collection of organized and shareable large amount of data stored in
computer for a long time. The data in database is described, organized and stored
according to a certain data model, which has the characteristics of permanent storage,
organization and shareable [8]. In the database design of this paper, the amount of buoy
positioning data that users need should be reasonably stored, and the stored data should
have the ability of fast feedback, which can effectively and quickly realize the sec-
ondary development of users’ data. In the conceptual structure design of the database,

Fig. 5. Relationship between angles
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the E-R model is used to represent the data logic. The E-R diagram of the buoy is
shown as follows (Fig. 6):

In conceptual structure design, E-R model is a logical representation of data, which
is not constrained by any DBMS and is widely used as a tool of data modeling in
database design. The logical structure design of the database is to convert the basic E-R
diagram designed in the conceptual structure design stage into the logical structure
consistent with the data model supported by the DBMS, to ensure that the basic table
structure is reasonable, to reduce data redundancy, and to improve the utilization rate of
storage space [9]. This system adopts the classical relational database architecture to
determine the number of tables in the database and the relationship between tables. The
buoy body information table records the element values related to buoy body safety,
with the whole time as the primary key. The details are as follows (Table 2):

Fig. 6. E-R chart of buoy

Table 2. Field description of buoy information table

Field meaning The field name The data type Whether the primary key

The hour of time IntegralTime Datetime Not null
Sampling time SampleTime Datetime Null
Battery voltage BatteryVoltage Nvarchar [50] Null
Anchor light voltage LightVoltage Nvarchar [50] Null
Anchor light current LightCurrent Nvarchar [50] Null
Anchor light current CabinTempt Nvarchar [50] Null
light Light Nvarchar [50] Null
longitude Longitude Nvarchar [50] Null
latitude Latitude Nvarchar [50] Null
hatch DoorAlarm Int Null
Tank water WaterAlarm Int Null
Raw data storage SaveDate Int Null
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After getting the E-R diagram and field table, the database can be created. SQL
Server 2005 provides us with rich graphical management tools, which facilitates the
creation and configuration of database. The specific steps are as follows: (1) First,
select the appropriate version of SQL Server database according to the existing labo-
ratory conditions, computer hardware resources and operating system environment.
Windows XP is selected as the operating system and SQL Server 2005 is selected as
the database version; (2) After the completion of database installation, define the
database, name the database inmarsatbuoy, and create the database with graphical
method or T-SQL statement; (3) Create all kinds of table spaces to be used –

InMarsatATPressure, InMarsatBuoyBody, InMarsatHumidity, Watertemper, Wave,
Wind, etc. And create tables with graphical methods or T-SQL statements. The
workflow of the buoy positioning system based on visual feature recognition is as
follows (Fig. 7):

So far, the design of buoy positioning system based on visual feature recognition is
completed.

5 Simulation Test Experiment

In order to verify the effectiveness of the designed system, we need to design simu-
lation experiments, and use the traditional positioning system as a contrast, and analyze
the experimental results.

5.1 Experimental Environment

The hardware emulator xds560 is selected as the bridge between DSP processing
platform and PC to ensure that the simulation results of the system are consistent with
the actual operation results. Make full use of the fast characteristics of this hardware

Fig. 7. System work flow chart
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emulator to realize fast code download and online debugging. The system connection
using the hardware emulator is as follows (Fig. 8):

According to different functions, the experimental system is divided into the fol-
lowing main parts: (1) Feature acquisition: CCD1 and CCD2 represent two cameras
respectively, real-time acquisition of images waiting for DSP platform processing.
(2) Signal processing part: the DSP used in the experiment is TMS320DM642 digital
signal processor of TI company, and the design of software system is completed on
SEED-VPM642 development board provided by hezhongda company, in which video
coding and decoding equipment and UART communication module have been inte-
grated. TMS320DM642 is the core device of the scheduling management system. It
manages the related equipment and runs the finger recognition and positioning algo-
rithm. The experiment was carried out in this experimental environment and the results
were analyzed.

5.2 Experimental Results and Analysis

Because of the limitation of marine environment (such as the influence of sea breeze
and wave), some external conditions and factors cannot be determined, so the method
of qualitative analysis cannot be carried out. In addition, because of the combination of
qualitative and quantitative experimental methods, it has a subjective effect on the
experimental results to some extent, so this experiment will be carried out by quanti-
tative analysis. In the above experimental environment, the original system and the
system designed in this paper are compared. The experimental results are shown in the
following table (Table 3):

Fig. 8. System experiment environment
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Using the original positioning system and the system designed in this paper, we can
receive the longitude and latitude coordinates fed back by the system every hour. When
the feedback coordinates are retrieved and analyzed, the longitude and latitude of the
original system can only be accurate to one decimal place. The longitude and latitude
coordinates of the feedback system designed in this paper can be accurate to four
decimal places. It can be seen that the positioning system designed in this paper is more
accurate.

6 Conclusion

Because the longitude and latitude feedback of traditional positioning system of ocean
monitoring buoy is not accurate enough, a positioning system of ocean monitoring
buoy based on visual feature recognition is designed. Through the design of hardware
and software, the positioning system of ocean monitoring buoy based on visual feature
recognition is designed. According to the simulation results, the designed system
feedback longitude and latitude coordinates can be accurate to four decimal places,
indicating that the designed positioning system longitude and latitude coordinates
positioning is more accurate. Especially in the severe weather, the buoy positioning
system can monitor the marine hydrological and meteorological parameters in an all-
round way, and provide valuable data support for the meteorological research of the
marine sector, which has the particularity that other monitoring methods can not
replace. Therefore, the design and analysis of the marine buoy positioning system can
better promote the progress of marine positioning technology and make contributions
to the marine monitoring industry.

Table 3. Experimental result

Location
feedback
time

The original system
latitude and longitude

Latitude and
longitude of the
system

Latitude and longitude of
traditional systems

7:00 120.3
39.1

120.2835
39.0708

122.45
40.64

8:00 120.3
40.9

120.3055
40.8654

121.32
39.72

9:00 120.6
39.0

120.875
39.0282

121.34
40.21

10:00 120.4
39.0

120.3771
39.0146

119.87
30.73

11:00 120.3
39.6

120.3029
39.5894

120.86
40.12

12:00 120.3
39.6

120.3084
39.6027

121.02
39.76

13:00 120.3
39.5

120.3222
39.5259

120.642
40.43
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Abstract. In view of the problem of poor real-time transmission of the tradi-
tional information transmission method of marine monitoring buoy, the trans-
mission speed is slow. Based on this, iridium data communication system is
applied to the information transmission of ocean monitoring buoy. Through the
establishment of the overall framework of Iridium satellite communication
system, determine the buoy information transmission network protocol. On the
basis of the network protocol, use Iridium satellite data communication system
to obtain the location information of the marine monitoring buoy, and then
process the obtained information. Finally, upload the processed buoy informa-
tion to complete the transmission of the marine monitoring buoy information.
Compared with the traditional method of information transmission of ocean
monitoring buoy, the experimental results show that the method of information
transmission of ocean monitoring buoy using iridium data communication
system can complete the transmission of buoy information in a shorter trans-
mission time, with better real-time transmission.

Keywords: Iridium data communication system �Marine monitoring � Buoys �
Information transmission

1 Introduction

With the development of operational marine monitoring system, marine monitoring
technology is also developing rapidly. China is speeding up the construction and
improvement of the marine environment three-dimensional monitoring system cover-
ing China’s coastal waters. At present, there are many kinds of instruments and sensors
used in the marine environment monitoring system, with different working principles
and positions. They cover the observation elements from shore to offshore, from air to
water, from water to seabed, including dynamic elements, ecological elements and
geological parameters [1–3]. The real-time/quasi real-time data acquisition of various
automatic monitoring instruments and equipment is the key to ensure the operational
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operation of the observation system. The offshore marine monitoring system is far
away from the ground, and the conventional cable, short wave, GSM/CDMA and other
communication modes are difficult to meet the requirements. At present, the widely
used communication mode is all kinds of satellite systems with communication ability
[4–7].

Large scale ocean data buoy is a kind of fully automatic and advanced ocean
hydrological and meteorological telemetry equipment, which can monitor the ocean
hydrological and meteorological parameters of a certain anchor point for a long term,
continuous, fixed-point and automatic way, and provide real-time data for the disaster
marine environment prediction, ocean development and ocean engineering. It is the
main source and important component of the data in the ocean disaster early warning
and prediction system [8]. Due to the high requirement of real-time marine monitoring
data, the real-time data transmission system of marine data buoy is an important part of
the buoy. Since the development of ocean data buoy in China, the real-time data
transmission system has adopted a variety of data communication methods, including
short wave communication, Inmarsat-C satellite communication and GPRS/CDMA
communication. All kinds of communication modes have their own advantages and
limitations. Short wave communication has poor anti-interference ability, high bit error
rate and low data receiving rate. Inmarsat-C satellite communication has high reliability
and data receiving rate of more than 95%, but the communication cost is high, which is
not suitable for data transmission. GPRS/CDMA communication cost is low, but the
communication signal is limited by the distance from buoy to shore [9]. According to
the technical requirements of the data transmission of the buoy system, iridium data
communication is used to transmit large amount of real-time data, which can improve
the stability and reliability of the information transmission of the marine monitoring
buoy, with the remarkable characteristics of high speed, low signal delay and small
signal loss [10]. Based on the above analysis, the application of iridium data com-
munication system in the information transmission of ocean monitoring buoy is
described.

2 Application of Iridium Data Communication System
in Information Transmission of Ocean Monitoring Buoy

2.1 General Architecture of Iridium Communication System

Iridium BD terminal module 9602 introduced by iridium company is used in iridium
communication system. The SBD service of bidirectional real-time short data trans-
mission in the form of data package is mainly used for the application development of
regional automation and remote data tracking. In view of the special sea area of marine
monitoring buoy, the data transmission is realized by using iridium BD. The SBD
service of iridium SBD terminal module 9602 is realized through RS-232C interface,
and the baud rate is 19200 bit/s by default. The module can receive up to 270b data or
send 340B data at a time, and does not need to install a SIM card. When there is data
receiving, it will ring. The average standby current of the module is 5 mA, while the
average current of iridium SBD is 95ma and 45 mA respectively. The user application
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monitoring center uses iridium SBD terminal module 9602 to transmit and receive data
through iridium communication network.

Because the logic level of RS-232C standard is not compatible with the logic level
of TTL digital circuit, when the communication interface of iridium SBD terminal
module 9602 adopts RS-232C standard, the level conversion of the communication
interface should be carried out first when the hardware circuit is connected. In order to
realize RS-232C level conversion, the interface device adopts the ax3232e chip of
Maxim company, which is a low power consumption level conversion chip with data
transmission rate up to 250 kb/s and two transmitters and two receivers. The overall
framework of iridium communication system is shown in Fig. 1.

The software core of iridium SBD communication is the development of 9602
driver of iridium SBD terminal module. The software part of its iridium data com-
munication system includes several modules, and its main functions are as follows. The
main functions of the data acquisition module include: switching the extended serial
port of imp16c554; collecting data according to the communication protocol of each
equipment; compiling the collected data. The main function of data transmission
module is to dial and transmit data. In the data transmission module, it mainly focuses
on three aspects: the first is the processing of the shore station program timeout and
unresponsive after dialing successfully; the second is the response timeout retrans-
mission control; the third is the processing of data verification errors in the process of
data transmission. The data transmission module packs the transmitted data into frames,
each 32 bytes is a frame, and adds CRC16 verification. In the process of data receiving
and sending, after the connection between the transmitting module and the receiving
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Fig. 1. General framework of iridium communication system
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shore station is established, the shore station verifies each received frame of data, and
responds to the transmitting module according to the verification results.

The iridium data communication system is applied to the information transmission
of marine monitoring buoy, as described below.

2.2 Determination of Buoy Information Transmission Network Protocol

Network communication needs network protocol, so it is very important to choose
appropriate network protocol to ensure data transmission. TCP/IP protocol is used as
the buoy information transmission network protocol. In the TCP/IP protocol, each
terminal has an IP address, and different applications on the terminal have a port
number. On the same terminal, different applications can be distinguished according to
the port number. There are two kinds of TCP/IP protocols: connection oriented reliable
transport protocol TCP and connectionless unreliable transport protocol UDP. When
using UDP protocol to communicate, you only need to know the IP address and port
number of the other party to send the data. You don’t need to establish a connection,
but you can’t guarantee the integrity of the data, which is prone to data loss. When
using TCP protocol to communicate, you should first establish a connection between
the two sides of the communication, so as to prepare for the subsequent communica-
tion. In TCP communication, data can be confirmed and retransmitted in case of
transmission error, so as to ensure that the data will be transmitted to the other party.
The communication protocol in this software is TCP/IP protocol based on client/server
mode. As a client, the offshore buoy host should actively establish a TCP connection
with the server-side shore station receiving system with fixed public IP address and
fixed monitoring port, Then the receiving system of the shore station sends the cor-
responding command to the buoy host through the connected socket, waiting for the
buoy host to receive and send the data to the shore station.

2.3 Acquisition of Position Information of Marine Monitoring Buoy

The underwater data acquisition module in the iridium data communication system
uses the wave energy to descend by itself, rise to the set depth, and start to collect data.
When it rises to a certain distance from the sea surface buoy, the NdFeB magnetic
block embedded in the glass fiber reinforced plastic at the top of the data acquisition
system will trigger the magnetic sensitive switch circuit embedded in the glass fiber
reinforced plastic at the bottom of the buoy to generate the interrupt signal and wake up
the main control board in the dormant state. Then, the main control board receives and
saves the data from the electromagnetic coupling system through the BCB serial port.
After receiving the data, the underwater data acquisition system descends again to
collect the data. At the same time, the main control board sends the received data to the
monitoring center through the iridium communication terminal, and enters the sleep
state again, waiting for the next data arrival.

Assuming that the signal frequency of the ocean monitoring buoy (radiation source)
is fD, when the satellite in the iridium data communication system moves towards the
direction close to the radiation source, the signal frequency received by the satellite will
be greater than the signal frequency sent by the radiation source fD, When the satellite
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flies over the radiation source and the connection between them is perpendicular to the
movement direction of the satellite, the signal frequency received by the satellite will
be equal to the signal frequency fD emitted by the radiation source. When the satellite
moves away from the radiation source, the signal frequency received by the satellite
will be less than the signal frequency fD emitted by the radiation source. The rela-
tionship between the sending frequency of the radiation source signal and the receiving
frequency of the satellite signal can be expressed as follows:

fR ¼ 1þ vj j cos h
c

� �
fD ð1Þ

Among them, fR is the signal receiving frequency, v is the speed vector of the
satellite, c is the propagation speed of electromagnetic wave in the medium, h is the
angle between the connection between the satellite and the radiation source and the
speed direction of the satellite. Assuming that the receiving frequency of the signal
from the radiation source is measured by the satellite at tN time, the included angle tN
can be calculated according to Formula 1 when the transmitting frequency of the
radiation source signal is known. From a geometric point of view, in three-dimensional
space, all points with an included angle of hN with the direction of satellite movement
can form a conical surface with a fixed point of satellite and a conical angle of hN .
When the radiation source is at any position on the cone surface, the receiving fre-
quency of the satellite for the radiation source signal is equal when the signal trans-
mitting frequency is constant, so the cone surface is also called the equal frequency
surface. If the satellite gets two equal frequency surfaces at t1 and t2 respectively, If the
conic angles of these two equal frequency surfaces are h1 and h2 respectively, two
curves will be formed when the two equal frequency surfaces intersect the earth sphere.

The marine monitoring buoy is considered as a stationary target during the period
of satellite visibility. According to the Doppler frequency offset effect, the measurement
frequency of the ith received signal can be expressed as:

fri ¼ fe 1� VT
si Lsi�Lbð Þ
c Lsi�Lbj j

� �
þ ni

¼ fe 1� Vsxi xsi�xð ÞþVsyi ysi�yð ÞþVszi zsi�zð Þ
c xsi�xð Þ2 þ ysi�yð Þ2 þ zsi�zð Þ2

� �
þ ni

ð2Þ

Among them, fe is the carrier frequency of the signal, Lb ¼ x; y; z½ �T is the position
vector of the marine monitoring buoy in the ECEF coordinate system, Vsi ¼ Vsxi;½
Vsyi;Vszi�T , Lsi ¼ xsi; ysi; zsi½ �T are the speed vector and position vector of the satellite in
the i-th positioning respectively, ni is the signal noise.

According to the signal receiving frequency measured at different times, the
position coordinates of the marine monitoring buoy can be located. Because the
satellite transmits information on two fixed VHF working channels (161.975 MHz and
162.025 MHz). Therefore, when the carrier frequency of the signal is known and the
earth surface equation is combined, two equal frequency surface equations are estab-
lished, and then the position vector of the ocean monitoring buoy can be obtained by
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solving the equations composed of three equations. According to the intersection of
these two curves, the position of the ocean monitoring buoy can be determined.

2.4 Information Processing of Marine Monitoring Buoy

The information of ocean monitoring buoy is mainly related to the ocean. The specific
processing contents are as follows:

Calculation of meteorological and hydrological data: according to the requirements
of coastal observation specification, it is necessary to observe the wind speed and
corresponding wind direction, maximum wind speed and corresponding wind direction
and its occurrence time, maximum wind speed and corresponding wind direction and
its occurrence time, daily maximum wind speed and corresponding wind direction and
its occurrence time. The wind parameters are sampled once every 3S, and the wind
direction is sampled in integral time of every 3S. Instantaneous wind speed: take the
average wind speed of 3S before sampling as the instantaneous wind speed of this
sampling. Instantaneous wind direction: add the direction obtained by the electro-
magnetic compass and the direction of the wind sensor itself, and then put it into the
main value range 0–360. At the zero second of every minute, the instantaneous wind
data obtained in the previous minute is calculated on a minute average. If 11 valid
sampling data are obtained in this minute, the data in this minute will be considered as
valid, and one minute average calculation will be carried out, otherwise no processing
(no calculation, no storage) will be carried out. The wind speed is calculated by
averaging 21 samples from 0 s in the previous minute to 0 s in the current minute. The
wind direction is decomposed and added by the vectors of 21 sampling values from 0 s
of the previous minute to 0 s of the current minute, and then synthesized. Zero (North)
if 0. At the 0 s of every minute, the average wind data of one minute obtained in the
last ten minutes is calculated in ten minutes. If there are more than six valid one minute
average wind data within the ten minutes, the ten minute data is considered to be valid,
and the ten minute average calculation is carried out, otherwise no processing is carried
out. The wind speed is the sliding average of the first 11 1 min average wind speeds.
The wind direction is the decomposition, addition and synthesis of the first 11 1-minute
average wind direction vectors. Zero (North) if 0.

Calculation of air temperature and air pressure parameters: the sampling interval is
3 s, and the air temperature and air pressure values are sampled every 3 s. One minute
average value: 21 samples from the first 1 min 0 s to the end of this minute 0 s are
obtained by averaging the maximum 3 values and the minimum 3 values.

Calculation of the main wave direction: the wave direction here refers to the
external wave direction, which is different from the wave direction that describes the
internal structure of the wave. It refers to the direction of each specific wave on the sea
surface. The direction of each specific wave on the sea surface is generally different, so
the main direction of each specific wave at a certain time is called the main wave
direction. The wave in the actual ocean is very complex. When the system calculates
the wave direction, the wave on the sea surface is simplified as a two-dimensional
single wave. When the buoy is in the direction from the wave peak to the wave trough,
the direction of the buoy inclination is the wave direction. It is divided into 16
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directions, with the geographic north direction as zero degree, and calculated in a
clockwise direction. The relationship between the direction and the angle is shown in
Table 1.

As shown in Table 1, the wave sensor finally transmits the wave direction occur-
rence rate of 16 directions (360° bisection), and the azimuth with the largest occurrence
rate is the main wave direction. The main wave direction is usually calculated by
drawing direction spectrum. Direction spectrum (two-dimensional spectrum) can show
the distribution of component wave energy according to frequency and propagation
direction at the same time. After analyzing the direction spectrum, the main wave
direction can be obtained. The wave sensor obtains the wave direction occurrence rate
of 16 directions. In order to calculate the azimuth with the largest occurrence rate, this
paper adopts the sliding average filtering method for the main wave direction. The 16
wave occurrence rates are grouped, and the average of each wave occurrence rate is
calculated by adding before and after. The largest set of calculated numbers is the main
wave direction.

Calculation of wave height and period: according to GB/t14914-2006 code for
coastal observation, wave height and period eigenvalues and their codes are defined as
follows:

Maximum wave height (Hmax): the maximum value of wave height in continuous
wave records;

Maximum wave period (Tmax): the period corresponding to the maximum wave
height;

One tenth of the wave height (H1/10): the average value of the first one tenth of the
total wave height in successive wave records, arranged from large to small;

One tenth period of large wave (T1/10): the average value of each period corre-
sponding to each wave height of one tenth of large wave;

Effective wave height (H1/3): the average value of the first third of the total wave
height in successive wave records, arranged from large to small;

Effective wave period (T1/3): is the average value of the corresponding period of
each wave height of the effective wave height;

Table 1. Orientation and angle

Bearing Degree/° Bearing Degree/°

N 348.76–11.25 S 168.76–191.25
NNE 11.26–33.75 SSW 191.26–213.75
NE 33.76–56.25 SW 213.76–236.25
ENEE 56.26–78.75 WSW 236.26–258.75
E 78.76–101.25 W 258.76–281.25
ESE 101.26–123.75 WNW 281.26–303.75
SE 123.76–146.25 NW 303.76–326.25
SSE 14.25–168.75 NNW 326.26–348.75
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Average wave height (hmean): it is the average value of all wave heights in con-
tinuous wave records;

Tmean: is the average value of the period corresponding to each wave height of the
average wave height; Average wave height hmean is a basic characteristic quantity,
which represents the average value of each wave height, and can roughly reflect the
average state of sea wave height. The average wave height of some large waves, such
as the effective wave height and the one tenth of the wave height, represent the
significant part of the waves, which are concerned in general navigation and port
design; the maximum wave height Hmax is the maximum value of the observed wave
height, which is also the most important in practical application. What kind of wave
height is used in practical application depends on the purpose of actual use. The wave
sensor of this system can measure all these characteristic wave heights with some
representative significance. Daily statistical calculation of meteorological and hydro-
logical data: the system is set to work in a fixed time mode, once every half an hour,
and other parts are powered off to achieve the maximum power saving; the buoy
system can also receive the control command sent by the processing system according
to the shore station data, and switch between the working mode of one hour and half an
hour. We make daily statistics according to the received and stored meteorological and
hydrological data and display them on the real-time interface. According to the
knowledge of ocean observation, the daily statistical value of meteorological param-
eters is updated at 20:00 every day, and the hydrological parameters are updated at 0:00
every day. The essence of daily statistical calculation of data is to read the database and
use SQL statements to calculate the data. Several main SQL math functions are used:
AVG: arithmetic average; COUNT: count records; FIRST and LAST: return the last
data in the first data field of a field; Max and Min: return the maximum and minimum
values of a field; sum: return the SUM of a specific field or operation.

2.5 Upload of Information of Marine Monitoring Buoy

The information needed to be transmitted by the marine monitoring buoy includes
marine meteorological and hydrological data, acoustic array, acoustic fingerprint
information and video information. By default, the marine meteorological and
hydrological data are uploaded once every half an hour, and each packet of data is
about 1.2 kb. The sound information is transmitted every 10 min, and there are three
kinds of data packets with different contents according to different settings. The specific
content form of every 1 min packet is as follows: content 1: it is the basic transmission
packet, including packet time, array attitude information (depth, roll, pitch, true
direction), detection sign, target direction and reserved part. The size of content 1
packet is about 9.6 kb. Content 2: add processing results (C4 band beamforming
results) on the basis of basic transmission packets, and the content 2 packet size is
about 350 kb. Content 3: on the basis of content 2 packet, the processing result (beam
domain data) is added, and content 3 packet size is about 1.5 MB. Video information is
uploaded once an hour, and the amount of data transmitted is about 30 MB. It can be
seen that the amount of information transmitted by buoy to shore station data receiving
and processing system is very large, and at the same time, it is necessary to ensure that
the data is sent to shore station safely, reliably and accurately. After receiving the data,
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according to the communication protocol between the shore station and the buoy host,
first determine whether the command code is 0x01 sent by the buoy host. After the
authentication is successful, send the data query command. The shore station becomes
the main controller, waiting for the buoy host to send the data. After receiving the data,
analyze the logarithmic data, Set different elements into different arrays, and store the
parsed data in different arrays for convenient display and storage.

In conclusion, iridium data communication system is applied to the information
transmission of marine monitoring buoy, which improves the real-time performance of
the information transmission of marine monitoring buoy.

3 Experiment

The iridium data communication system is applied to the information transmission of
marine monitoring buoy, and compared with other information transmission methods
of marine monitoring buoy to verify whether the iridium data communication system
applied to the information transmission of marine monitoring buoy can improve the
transmission speed of marine monitoring buoy information.

3.1 Experimental Process

Firstly, the information parameters of the ocean monitoring buoy are set. Some
parameter information is shown in Table 2.

After setting the parameters, the iridium data communication system is used to
transmit the information of the marine monitoring buoy, and the real-time transmission
is tested, which is expressed by the time of information transmission, and compared

Table 2. Partial parameter data transfer format table

Byte symbol Data values Byte meaning

1 Way to work 0: Dormancy mode
1: Way to work
Others: reserved

2 Buoy attitude information upload mode 0: Instructions to upload
1: Implementation of transmission
Others: reserved

3 Data upload mode 0: Automatically upload
1: Real-time transmission
Others: reserved

4 Update the logo 0x91: Instruction parameter update
0x92: Instructions to update
0x93: Parameters are updated
Others: reserved
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with the traditional method of information transmission of the marine monitoring buoy.
In order to ensure the accuracy of the experiment, five experiments were carried out.

3.2 Analysis of Experimental Results

Using two kinds of information transmission methods of marine monitoring buoy, the
comparison results of information transmission time are shown in Fig. 2.

It can be seen from Fig. 2 that the information transmission time of traditional
marine monitoring buoy information transmission method is between 1.8–2 s, while
that of iridium data communication system applied to marine monitoring buoy infor-
mation transmission method is about 0.6–0.7 s. Through comparison, it is found that
the iridium satellite data communication system is applied to the information trans-
mission method of marine monitoring buoy, which significantly improves the trans-
mission speed of the information of marine monitoring buoy, indicating that the
proposed information transmission method of marine monitoring buoy has higher real-
time performance and stability.

4 Conclusion

In view of the poor real-time transmission of the traditional marine monitoring buoy
information, the iridium satellite data communication system is applied to the marine
monitoring buoy information transmission, which improves the shortcomings of the
traditional method. Through the comparative experiment, the information transmission
speed is improved by comparing with the traditional marine monitoring buoy infor-
mation transmission method. It is hoped that it can provide some basis for the study of
the information transmission method of the ocean monitoring buoy.
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Abstract. In view of the low virtual force coverage of traditional wireless sensor
networks. A virtual force coverage control system based on wireless sensor net-
work is designed. Hardware design mainly includes network interface, processor,
control chip and network coordinator. In the software part of the system,firstly, the
virtual force coverage control node is selected. On this basis. The optimal control
of virtual force and coverage of wireless sensor networks. The virtual force
coverage control system of wireless sensor network is designed under the back-
ground of big data. The experimental results show that. Under the background of
big data, the coverage of virtual force control system of wireless sensor network is
higher than that of traditional system. It has a certain practical significance.

Keywords: Big data �Wireless sensor �Network �Virtual force �Cover �Control

1 Introduction

As one of the basic problems of wireless sensor network. The research of network virtual
force coverage control has attracted extensive attention of scholars at home and abroad.
A series of effectivemethods for different coverage requirements are developed. Different
applications have different interpretations and requirements for coverage. The coverage
control problem can be regarded as the case when the sensor node energy, wireless
network communication bandwidth, computing capacity and other resources are gen-
erally constrained. Through network sensor node deployment and routing and other
means. Finally, all kinds of resources of wireless sensor network are allocated optimally.
So as to further improve the perception, communication and other service quality.

Due to the intensive deployment of nodes in most sensor networks. If each node
communicates with a certain power, it will increase communication interference and
cause coverage redundancy. Therefore, a certain sleep mechanism can not only balance
the energy consumption of nodes, optimize the network coverage, but also extend the
network lifetime. Aiming at the problem of virtual force coverage control system in
traditional wireless sensor networks. A virtual force coverage control system for wireless
sensor networks in the background of big data is designed. In this design, the energy
constraints and coverage requirements of wireless sensor networks are taken into account.
Combined with antenna theory, the coverage control problem of wireless sensor networks
is reduced to a multi-objective nonlinear programming problem. Thus, a mathematical
model of multi-objective nonlinear programming problem is derived and established. The

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
Published by Springer Nature Switzerland AG 2020. All Rights Reserved
Y.-D. Zhang et al. (Eds.): ICMTEL 2020, LNICST 326, pp. 472–487, 2020.
https://doi.org/10.1007/978-3-030-51100-5_42

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-51100-5_42&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-51100-5_42&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-51100-5_42&amp;domain=pdf
https://doi.org/10.1007/978-3-030-51100-5_42


experimental results show that. Under the background of big data, the virtual force cov-
erage control system of wireless sensor network is designed. The coverage of the control
system is higher than that of the traditional system. It has a certain practical significance.

2 Overall Architecture

The virtual force coverage control system of wireless sensor network is designed. In
order to solve the problem of low coverage of network virtual baggage, the overall
framework of the design is shown in Fig. 1:

Fig. 1. Architecture of virtual force coverage control system in wireless sensor network
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The whole technical architecture is divided into three layers: Data acquisition
convergence layer. Wireless sensor network is adopted. As the main collection tool of
real world perception data. Gather other big data collection tools [1]. Collect different
information of various kinds of sensing devices, and provide data aggregation and
storage for the upper layer. Data storage computing layer adopts the current infor-
mation technology industry. More mature distributed storage and computing frame-
work. To meet the need of virtual force coverage in wireless sensor networks, and to
support the increase of hardware nodes, the expansion of data storage space is com-
pleted smoothly. All kinds of algorithms required for data presentation application
layer and integrated data analysis are encapsulated into analysis modules required for
various scenarios. Both terminal app and personalized data analysis application can be
built quickly through various components.

3 Hardware Design

The design of system hardware circuit is based on processor. Including network
interface design, processor design, interface circuit design, network coordinator design,
the following is a specific introduction.

3.1 Network Interface Design

The FPGA processor of Xilinx company is used to control the driving control of the
whole network interface. It is connected with network interface chip [2] AX88180 by
bus. The internal register of AX88180 is configured by the network driver to realize the
transmission and reception of Ethernet data, so as to realize the data communication
between the system and the network. The connection between AX88180 chip and
88Ellll chip adopts Gigabit Ethernet media independent interface (GRMII) mode. The
function of network interface layer in TCP/IP protocol architecture is realized,
including link layer protocol and physical layer protocol. 88E1111 is connected with
RJ45 network interface to realize the transmission and reception of bit stream on the
network cable. It includes chip selection signal, read enable signal, write enable resi-
dence, address bus, data bus, interrupt signal, clock signal, reset signal, read clock
signal, write clock signal, etc.

The network interface chip AX88180 reset [3] adopts the combination of power on
automatic reset and manual reset, and the frequency of external crystal oscillation
circuit is 12 MHz. P1 port line, INT0 and VSE are used for network data acquisition.
The P1 port is an 8-bit network data acquisition bus, INT0 is the network data
acquisition interrupt control, VSE is the control signal line of the network data
acquisition channel. Because the network interface chip AX88180 has only 1 K bytes,
it can not meet the requirements of the system. Therefore, 32 byte HM156 is used to
expand the system. The P0 port line is address data multiplexing, which is used for low
byte address locking. The P2 port line outputs high byte address.
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3.2 Processor Design

Control part of virtual force coverage control system in wireless sensor network.
With DSP as the core, DSP processor is connected with FPGA. Connection signals
include: address bus, data bus [4], chip selection signal, bus hold signal, clock signal,
preparation signal, interrupt signal, read signal and write signal. The control signal of
SRAM chip is generated by FPGA chip, and its read-write operation is controlled by
DSP chip and FPGA chip respectively. When receiving data, FPGA writes human data
to SRAM, and DSP reads data from SRAM. When sending data, DSP writes data to
SRAM and FPGA reads data from SRAM. The DSP processor uses DFHEF45 as the
interface chip, DFHEF45 is an embedded chip launched by CYPRESS. The chip can
communicate with wireless sensor as well as wireless sensor. The chip provides 8 bit
wide data bus and interrupt support, which makes it easy to connect with micropro-
cessor, microcontroller and DSP. Internal 256 byte RAM, two sets of parallel registers
support ping-pong operation. By controlling pin AO, address and data can be distin-
guished, and address auto increment mode is supported. The working voltage is 3.3 V,
and the interface is compatible with 5 V level. The functional module diagram is as
follows (Fig. 2):
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Fig. 2. DFHEF45 functional module diagram
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DFHEF45 interface chip is characterized by low cost, low power consumption,
high performance, strong reliability, fast instruction execution speed, flexible
addressing mode and high efficiency. ARM microprocessor is widely used in
embedded system development. Because of its high speed and good compatibility, it is
widely used in industrial control, network technology, video acquisition and other
fields.

3.3 Control Chip Design

The control chip used in this system is CC2430. It is an on-chip wireless sensor
network control product complying with IEEE802.15.4 standard. It integrates
ZigBee RF front-end, memory and microcontroller on a single chip [5]. It uses an 8-bit
MCU (8051), 128 KB programmable flash memory and 8 KB ram. It also includes an
analog-to-digital converter (ADC), four timers, a watchdog timer, a 32 kHz crystal
oscillator sleep mode timer, a power on reset circuit, a power down detection circuit,
and 21 programmable I/O pins. CC2430 only needs a few peripheral components. Its
peripheral circuit includes crystal clock circuit, RF input circuit and output matching
circuit. The local oscillator signal of 151 chip can be provided by either external active
crystal or internal circuit. RF input and output matching circuit is mainly used to match
the input and output impedance of the chip, and provide DC bias for PA and LNA
inside the chip. The following figure shows the hardware application circuit of CC2430
chip (Fig. 3).

The control chip uses an unbalanced antenna to connect the unbalanced transformer,
which can improve the antenna performance. The unbalanced transformer in the circuit
is composed of capacitance C341, inductance L341, L321, L33l and a PCB microwave
transmission line. The whole structure meets the requirements of RF input and output
matching resistance (50Q). R221 and R261 are bias resistors [6], and R221 mainly
provides a suitable working current for the 32 MHz crystal oscillator, A 32 MHz crystal
oscillator circuit is composed of a 32 MHz quartz resonator (X1) and two capacitors
(C191 and C211). A 32.768 kHz crystal oscillator is composed of a 32.768 kHz quartz
resonator (X2) and two capacitors (C441 and C431). The voltage regulator supplies
power to all pins and internal power supply which require 1.8 V voltage. C241 and
C421 are decoupling capacitors, which are used to realize power filter and improve the
stability of the chip. For the design of analog part, in order to reduce the interference of
other parts and improve the RF performance, anti-interference measures need to be
taken. For example, add magnetic beads or inductors at the input end of the analog
power supply; separate the analog ground and the digital ground, and ground them at
one point. In order to reduce the influence of the distribution parameters, the ground
should be paved as large as possible, and holes should be punched properly. The
capacitance used for filtering should be close to the chip as much as possible.
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3.4 Design of Network Coordinator

The network coordinator needs to display the current network status, so the network
coordinator is composed of CC2430, serial port, key and LCD. The circuit block
diagram is shown in Fig. 4. RFD node and ROUTER node are composed of CC2430,
photoresist, serial port expansion interface and street light dimming control circuit.

Interface

Driver

Systems 
software

CC2430 control chip

management layer

main 
controller SIE

Fig. 3. CC2430 control chip
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The network coordinator uses the I/0 port of CC2430 to control the LCD directly,
and outputs the data and debugs the program through the serial port. S1 and S2 are used
to control the switch status of the whole network street lamp. It also monitors the key at
any time. If the key is pressed, it will send data to each street lamp control node through
the network and display the current power switch status of the whole network. RFD
node and ROUTER node can also detect their own current light conditions, and
determine whether to turn on the street lights by judging the light conditions, so as to
achieve energy-saving control.

Fig. 4. Circuit diagram of network coordinator

478 J. Xu and Y. Guo



The network coordinator first initializes CC2430 and LCD [7], then initializes the
protocol stack and opens the interrupt. After that, the program starts to format a
network. If the network format is successful, the physical address of the corresponding
network coordinator, the network ID number and channel number of the established
network will be displayed on the LCD screen.

4 Software Implementation

4.1 Selection of Virtual Force Coverage Control Nodes in Wireless
Sensor Networks

Before selecting the virtual force coverage control node in wireless sensor networks, a
perception model is established to achieve the goal of path planning. The decision tree
algorithm is used to consider whether the node is a candidate work node or not
according to the node energy, the number of unselected work nodes and the number of
neighbor nodes. When the nodes switch states, the energy information of their
neighbors is introduced to make decisions, which makes the energy consumption in the
network more balanced.

The virtual potential field method is used to simulate the movement of charged
particles from high potential point to low potential point in the electric field. Each
sensor node in the network is regarded as a virtual charge, and the target and obstacle
are regarded as low potential point and high potential point respectively. By using the
force of potential field on the node, the node moves to the target, and at the same time,
all kinds of obstacles in the moving process can be avoided. When each node in the
wireless sensor network is affected by the virtual force of other nodes, it spreads to
other areas in the target area, and finally reaches the equilibrium state, that is, to achieve
the full coverage state of the target area. Or the uniformity of network coverage is taken
as the goal, and the non-uniformity of node deployment is regarded as the obstacle.
Using virtual potential field to realize network redeployment [8], the network coverage
area can be maximized.

In the virtual force model defined, the virtual force of a sensor node is represented
as follows:

D =
X
c

hFd þ df ð1Þ

In formula (1), D is the sensor node,
P
c
h needs the resultant force of the virtual

gravity of the coverage area, Fd is the sensor node at the obstacle, df the resultant force
of virtual repulsion (Fig. 5).
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From the above analysis, if the value is set artificially, the monitoring area can be
covered according to a certain density, or the coverage intensity of the detection area
can be adjusted. However, on the one hand, energy saving is not considered; On the
other hand, the density of the final layout depends on the critical distance from the
definition. When the distance is too small, the layout of wireless sensor nodes is too
close to ensure the coverage requirements; When the distance is too large, the sensor
nodes are sparse, which is easy to form a blind area. In order to solve this problem, we
will optimize the virtual force coverage control in the next step.

4.2 Optimization of Virtual Force Coverage Control in Wireless Sensor
Networks

Based on the selection of virtual force control nodes in wireless sensor networks, the
control optimization of virtual force coverage [9] in wireless sensor networks is carried
out. At the same time, before optimizing the virtual force coverage control of wireless
sensor network, the network model is established. The sensor nodes in the network are
randomly and evenly deployed in the two-dimensional square area with side length L,
and the node density is large enough, if all nodes are in working state, the whole area a
can be completely covered, it is assumed that the network has the following properties:

x

y
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s2

s3

s4

f1

f2

Fig. 5. Example of virtual force action of four sensor nodes
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First, the coverage of each node is far smaller than the whole network area.
Second, all nodes will not be moved after deployment, without human

maintenance.
Thirdly, each node has a fixed sensing radius. The nodes in the sensing range can

receive the information sent by the node, while the nodes outside the sensing range can
not receive the information.

Fourth, all nodes are isomorphic and have the same initial energy.
Fifth, the time synchronization between nodes in the network reaches second level.
Assuming that the minimum power [10] that can detect and decode the signal

correctly, i.e. the minimum value of G is J, the minimum transmission power of the
transmitting node is:

X ¼ D VNð ÞT
JH � J2 ð2Þ

In formula (2), X represents the relationship between transmission power and
distance, JH represents the minimum power consumed by the whole network, J2

represents the minimum power consumed by the whole network, X D VNð ÞT represents
the balanced power consumed by sensor nodes.

Therefore, the energy saving optimization target model can be expressed as fol-
lows: assuming D is the monitoring target area and N sensors are used to cover the
nodes, the coverage matrix is as follows:

A1

A2

..

.

Ar

2
666664

3
777775
¼ G �

z11 z12 . . . z1f
z21 z22 . . . z21
..
. ..

. ..
.

zr1 zr2 . . . zrf

2
6664

3
7775

x1
x2

..

.

xr

2
666664

3
777775

ð3Þ

In matrix 3, A1, A2, Ar respectively represent the coverage area of sensor nodes.
Constraints x1, x2, xr can ensure that there is no blind area in the coverage area,
constraints G can ensure the connectivity of the network, and take wireless interference
into account. Based on the above mathematical model, the energy-saving wireless
sensor network coverage control problem is reduced to a multi-objective nonlinear
programming problem.

On this basis, the method of setting objective optimization function and using
artificial fish swarm algorithm to solve the coverage control problem is to simplify the
coverage problem into a function, find the solution of the extreme value of the function
and the corresponding extreme value, so as to correspond to the node working state of
the sensor coverage problem. The problems related to covering optimization are
integrated into a function, which is called optimization objective function. The process
of target optimization is as follows (Fig. 6):
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The above is the calculation process of network coverage, and the specific calcu-
lation is shown in the following formula:

D ¼ RF
dfP

s
fD � GH ð4Þ

Among them, D is the total number of sensor nodes, RF is the number of working
sensor nodes,

P
s
fD represents the global energy balance coefficient, GH represents the

remaining energy in the network nodes, df represents the coverage of the monitoring
area.

When the target area is completely covered by the sensor’s sensing range, it is easy
to have unnecessary repeated coverage. Adopting the optimal deployment strategy of
nodes can save energy consumption, and also provide a good topology structure for

Network variables

Create shared memory

Thread initialization

Add worker thread

Network node control 
information thread

Exit thread

Fig. 6. Objective optimization process
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information fusion processing, hierarchical routing and other follow-up technologies.
In this scheme, virtual force acts between sensor nodes, which can be expressed as:

NF ¼ VP
a
c ) v

ð5Þ

In formula (5), NF is the distance between the two sensor nodes,
P
a
c is the square

of the sensing radius of the two nodes, is the sensor area dimension of the node, v
represents the node value of the minimum energy consumption in the point, V rep-
resents the weight coefficient of the two sub targets.

5 Experimental Comparison

This design is to prove the effectiveness of the virtual force coverage control system of
wireless sensor network under the background of big data designed above, and to
ensure the preciseness of the experiment, the traditional virtual force coverage control
system of wireless sensor network is designed. Under the background of big data, the
virtual force coverage control system of wireless sensor network is compared, and the
virtual force coverage of the two systems is compared.

5.1 Experimental Platform

The experimental system is composed of three small mobile agents driven by two
wheel differential as the experimental platform, as shown in the figure below (Fig. 7):

Fig. 7. Small mobile agent
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The wireless communication system is based on cc2430zigbee control chip. The
communication between the wireless communication system and the control system
adopts serial port communication mode. The control system is composed of upper
computer and lower computer. The upper computer is developed based on VC. It is
mainly used to receive wireless communication information, obstacle distance infor-
mation, and real-time calculation to get the motion control information of the agent.
The main controller of the lower computer is the 2000 series DSP chip of TI company,
with the main frequency of 40 MHz, It is mainly used to collect ultrasonic information
and encoder information, and control the left and right driving wheels of the agent
according to the control instructions issued by the lower computer.

This system is based on IOS 5.1 system to realize the augmented reality client.
Therefore, during the test process, an iPhone 4 mobile phone running IOS 5.1 or above
system version is needed to watch the experiment. The server is developed in Python,
so a web server supporting Python language is also needed. In addition, the iPhone 4
mobile phone should have WiFi or 3G network environment for communication with
the server. The experimental platform is designed as follows (Fig. 8):

Fig. 8. Experimental platform settings

484 J. Xu and Y. Guo



On the basis of the above experimental environment design, the experimental
scheme is designed. In the square monitoring area with side length of 100 m, 100
sensor nodes are randomly and evenly deployed. Supposing that the virtual cell is
divided into square areas with side length of 20 m, in order to ensure that the nodes of
adjacent cells can communicate with each other, the communication radius and sensing
radius of the nodes are respectively 45 m and 13 M. At the same time, it can be
assumed that the initial energy of all nodes is 50 J, the energy consumed by each round
of nodes elected as cluster heads is 1 J, the working time of each round of cluster heads
is certain, there is no energy consumption under the node sleep state, the energy of the
center of mass is 50 J, and it will not change with the operation of the network.
Because there are 4 nodes in each cell, and each node will die after 50 rounds of cluster
heads are selected, the total number of rounds of cluster heads selected in each cell is
200, and the lifetime of the whole cell is the product of the number of rounds of cluster
heads selected by all nodes and each continuous working time. In the initial stage, the
sensor nodes are randomly and evenly deployed in the whole monitoring area. The
above is preparation for the experiment.

5.2 Analysis of Experimental Results

Compared with the coverage of the traditional system and the designed system, the
experimental results are generated by the same energy model as LEACH protocol. The
specific experimental results are as follows (Fig. 9):

Fig. 9. Comparison of experimental results
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Analysis of the above comparison figure shows that in the five experiments, under
the background of big data, the virtual force coverage of the wireless sensor network
virtual force coverage control system is higher than that of the traditional system. In the
second experiment, the difference between the two is the largest.

Therefore, through the above experiments, it can be proved that under the back-
ground of big data, the coverage of the virtual force coverage control system of
wireless sensor network is higher than that of the traditional system, which proves that
under the background of big data, the effectiveness of the virtual force coverage control
system of wireless sensor network has a certain practical application significance.

6 Concluding Remarks

In view of the low coverage of the traditional virtual force coverage control system in
wireless sensor networks, a virtual force coverage control system in wireless sensor
networks is designed under the background of big data. The design of the system is
completed from two aspects of hardware design and software design. The experimental
results show that under the background of big data, the virtual force coverage control
system of wireless sensor network is higher than that of traditional system. The system
has good convergence and universality to solve the multi-objective nonlinear pro-
gramming problem. It can meet the coverage control requirements of wireless sensor
network, maximize the life cycle of the network, and improve the performance of the
system.

There are still some deficiencies in this design, which need to be improved in the
future practical application to meet the virtual force coverage requirements of wireless
sensor.
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